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Multi-scale system pharmacology modelling pipeline to assess the prophylactic efficacy of NRTIs
against HIV1

Mr Sulav Duwdl Mr Vikram SunkafaMr Max von Kleist
Freie University Berlin, Berlin, Germéﬁyse Institute Berlin, Berlin, Germany

Aims. Pharmacointervention strategies are promising tools to curb the Hepidemic. Two strategies have recently

been proposed: (i) TreatmerasLINS @Sy GA2y o¢l &t v GFNBSGa LRAIGSYydAlt GNIy
and thereby also their adagiousness. However, onwards transmission may preferentially occur early after infection
when the individual is unaware of his/her serologic status and may not have initiated treatment [1]. {@xfgsure
prophylaxis (PrEP) targets uninfected indiétbuat risk. Prophylactic drug intake reduces infection probabilities
following viral exposure and has proven to effectively prevent vertical transmission [2]. Nucleotide reverse
transcriptase inhibitors (NRTIs) are currently intensively investigatedes &mpounds. While PreP efficacy depends

on a number of factors (e.g. the viral exposure;FEK transmitted drug resistance), our primary focus was to build a
modular multiscale system pharmacology modelling pipeline allowing to combine parametersddlatargetsite
pharmacokinetics (module 1), the molecular mechanism of action (MMOA, module 1), viral exposure and transmitter
virology (module IV) to evaluate PrEP efficacy (module IIl) for the NRTIs tenofovir (TFV), emtricitabine (FTC) and
lamivudine(3TC). Moreover, the pipeline allows to translate in vitro testable parameters to measures of PrEP efficacy
(modules Hill).

Methods: While the PK and MMOA modules (I & II) have been developed and validated against clinical data in a
previous work [3,4]here weanalyze the effects of NRTIs in reducing infection (module 1ll). In this regard, we derived
a stochastic master equation, allowing to resolve the probabitid timing of infection after exposure. With regard

to module 1V, we developed a ststical model that computes viral exposure distributions in the recipient depending

on the viral load of the transmitter, and the mode of transmission. The model was parametrized by available data
from a large observational study (German Seroconverter Stutynplemented and validated by literature data.

Results Combining all modules allowed to estimate the PEP F A OF O& F2NJ O NA 2dza & OKSRdzf ¢
administration with single drugs or combinations) in relation to the timing of virabsure, with wild type or mutant

strains. In contrast to the current beliefs [5], our pipeline revealed that FTC and 3TC were superior to TFV in inhibiting
aSEdz ¢ AYFTFSOGA2Y 6AGK gAfR (8L @GANHzZI ¢KAO#e toitsa LI NI
intracellular hallife TFV is more pharmacologically forgiving, in cases of incomplete or poor adherence.

100 p

Figurel: Concentration vs. Transmission Risk Reduction. The dotted lines represent
the mean protection (%mfection prevented) following homosexual intercourse for
various intracellular concentrations of active NRiphosphates. The solid lines
present the mean efficacies for clinically relevant concentration ranges (when
300mg TDF, 200mg FTC or 300mg 3T@ w@aplied once daily). The shaded regions

3TC-TP represent the interquartile range of the predicted risk reduction, when variability in
FTC-TP microscopic parameters (module Il) and virus exposure (module 1V) were taken into
account.
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ConclusionIn this work, we preant the first framework allowing to estimate PrEP efficacy by integrating tesigret

PK (module I), MMOA (module II) and viral exposure (module 1V). This framework alioveilitmassess a variety of
phenomena, including pharmacologic limitations, reodf and timing of viral challenge with respect to PrEP
administration, as well as impacts on transmitted drug resistance. The framework can be extended to other antiviral
classes to screen for PrEP candidates. In addition, the model can be used te ébqd® efficacy withor without

PreP and can therefore inforrand extend epidemiologic models.
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Joint modelling of plasma and fecal moxifloxacin pharmacokinetics in healthy volunteers
Dr Charles BurdEt, Dr TheThuy Nguyeh Dr Jean de Gunzbdrdpr Annie Duch&rDr Marion Ghidj Pr
Xavier Duvdl?, Dr Marina Varast&tPr Antoine Andremoht, Pr France Mentré

YINSERM & Paris Diderot University, UMR 1137, Paris, FAeRie®, Bichat Hospital, Paris, Fraribs Volterra, Paris,
France

Aims Antibiotic administration leads to fet microbiota disruption with emergence of antimicrobial resistance [1].
Animal data suggest that emergence of bacterial resistance can be predicted from fecal antibiotic exposure [2]. We
developed a joint model of plasma and fecal pharmacokinetics ofitiseoquinolone antimicrobial moxifloxacin after

oral administration in humans.

Methods: Twentytwo healthy volunteers were recruited in a randomized clinical trial (sponsor Da Volterra) and
receivedeither a 5day course of moxifloxacin (n=14) or no nilmxacin (n=8, used as a control group for microbiota
analysis) Moxifloxacin dosing regimen (400 mg OAD) was similar to that usually administered in infected patients.
Moxifloxacin plasma concentrations were determined at D1 and D5. Eleven fecal sarepteshtained from D1 to

D16 for measures of moxifloxacin concentrations. Nonlinear méeféetts modelling was performed to characterize

the pharmacokinetic properties of moxifloxacin and its fecal excretion. The weight of feces was fixed to 200 g/day.
Model selection was performed by visual inspection of various goodness of fit plots and the Bayesian Information
Criteria. Analysis was performed using the SAEM algorithm and the Monolix software (Lixoft, France) [3]. Population
parameters and their residuatandard errors are reported.

Results We present here the results of the pharmacokinetic modellMgxifloxacin plasma concentrations were best
described by a 2 compartment model with first order absorption and linear elimination, with a lag timd. Feca
concentrations were modeled using a fecal compartment connected to the peripheral compartment. GoofHfiess

of this model was satisfactory. In the plasma modgl, and k were estimated to 0.348 h (RSE=18%) and 3.241 h
(55%). k was estimated toGB7 K" (5%), k»to 0.021 K" (18%) and k& to 0.038 K (25%). The volume of distribution V

in the central compartment was estimated to 98.9 L (5%). The rate of entry of moxifloxacin in the fecal compartment
was estimated to 0.023°h (15%), and the ra&t of elimination from the fecal compartment to 0.067" 1614%).
Variabilities (expressed in CV%) were estimated below 40% for all parameters, with the exceptidor efHich a

high variability was estimated (160%). Retained residual error model wa®nienal for the plasma concentrations
(23%) and combined for the fecal concentrations (with a residual error of 53%).

Conclusion We developed the first joint model of moxifloxacin pharmacokinetics in plasma and feces. The
administration of moxifloxacinrmodifies the composition of the fecal microbiota, as it was shown for other
antimicrobials [4, 5]. This might allow for resistant strains or other pathogenic bacteria to colonize thghguiext

step is to investigate the link between the moxifloxacecdl exposure and the bacterial microbiota diversity
measured by the Shannon index.
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Favipiravir pharmacokinetics in nehuman primates: insightgor future efficacy studies against
hemorrhagic fever viruses
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Pathologies Virales" (EPXixMarseille university IRD 190- Inserm 1207- EHESP), Marseille, Fran8estitut
HospitaleUniversitaire Méditerranée Infection, Marseille, France

Aims. Favipiravir is an antiviral nucleotide analogue with strong antiviral effectiveness agaugtlkhemorrhagic

fever virusesn vitroand in small animals. This drug was evaluated in Ebola virus infected pdfiemut its efficacy in
non-human primates (NHPs) has not been previously assessed. Here, in order to prepare efficacy studies, we aimed to
characterize for the first time the pharmacokinetics (PK) of favipiravirimidtered intravenously for up to 2 weeks at
various doses.

Methods: PK studies of favipiravir in Cynomolgus macaques from Chinese and Mauritian origin were performed in
Japan and France, respectively. Favipiravir was given by short infusion up to l4vitlaysloading dose of 26250

mg/kg BID at day 1 followed by a maintenance dose of 60, 100 or 150 mg/kg BID (Chinese NHPs) and 100, 150 or 180
mg/kg BID (Mauritian NHPs). Following a population approach, a PK model was developed to estimate thé effect o
dose, sex, breed, and to predict by simulation the exposure achieved in various dosing regimen. Assuming a protein
binding rate of 50%2), we proposed doses of favipiravir needed to achieve freecentrations close or above &C

values reported for Ebola virus (50 pg/L), Rift Valley fever and Lassa viruses (5 pg/L) and foCGnigeesirus (1

pa/L).

Results No serious abnormality in the 30 NHPs studied was observed at any of the doses Ristacs highly nen

linear over doses and time with a -B0% reduction in average concentration at day 14 compared to day 7. This non
linearity was explained in the model by a tirdependent elimination mediated by aldehyde oxidase, the main
enzyme involvd in favipiravir metabolisn(3). The clearance rate was also affected by genetic background, with
concentrations much lower in Mauritian than in Chinese NHPs. Consequently maintenance doses of 150 and 130
mg/kg BID in NHPs of Mauritian and i@se origin, respectively, may be needed to maintain concentration above or
Ot 24S (2 TjaghamdtIEBQON @hiil NAY 44 (Bah)e Lower maintenance doses of 130 and 100 mg/kg BID in
NHPs of Mauritian and Chinese origiespectively, should be sufficient for Rift valley fever, Lassa and COmego

viruses.

Table2: Model predictions for favipiravir plasma free concentrations (Median [5%;95%]).

Day 7 Day 14

Cirougn (HG/ML) Crax (/ML) Cave (HO/ML) Cirougn (HG/ML) Crnax (HO/ML) Cave (HO/ML)
Mauritian NHPs
60mg/kg 0.0[0.0-1.8] 71.2[53.591.6] 6.4[2.7-23.5] 0.0[0.0-0.3] 68.0[50.8-88.2] 4.5[2.1-15.9]
100mg/kg 1.5[0.0-35.8] 132.2[97.2-186.0] 33.8[6.6-92.4] 0.1[0.0-25.0] 123.2[91.3-172.9] 16.6[4.1-78.5]
130mg/kg 15.5[0.0-82.9]  189.5[132.7:280.0] 74.6[12.8165.1] 2.3[0.0-63.7] 169.5[122.5259.1] 41.0[6.1-143.6]
150mg/kg 30.3[0.0-112.7] 229.9[159.0344.6] 107.6[19.7-211.7] 8.5[0.0-94.4] 204.4[143.8320.5] 66.0[7.6-190.3]
180mg/kg 58.9[0.3-159.0] 298.9[197.8439.3] 156.1[38.0-285.5] 26.1[0.0-137.8] 261.6[176.6420.5] 109.9[10.0-262.0]
Chinese NHPs
60mg/kg 0.6[0.0-13.5] 80.0[60.5-104.4] 16.8[6.6-44.2] 0.1[0.0-7.4] 77.2[59.3-98.9] 11.6[4.9-35.6]
100mg/kg 17.2[0.1-66.0] 151.3[108.2217.5] 62.1[17.0-127.8] 4.7[0.0-53.7] 138.9[103.2203.6] 39.5[10.1-113.0]
130mg/kg 43.4[1.5111.8] 217.0[150.3314.3] 108.0[32.2197.2]  19.6[0.0-94.5]  193.8[140.0298.7] 76.2[14.4184.2]
150mg/kg 61.8[4.4-145.1] 263.7[179.8379.4] 142.1[46.7-246.7] 33.7[0.0-128.0] 232.2[164.0359.5] 107.1[19.1-227.7]
180mg/kg 93.8[10.5198.3] 335.3[227.2479.2] 191.8[72.8-319.5] 59.7[0.0-180.4] 296.8[202.5452.4] 152.7[25.2-299.4]

Conclusion Our results shows that favipiravir RMas largely nonlinear over doses and
decrease in concentrations after day 7, that could be captured by a mechanistic enzyme based model. In absence of
intracellular data, dose recommendation was based on protein unbound plasntetations, but the relevance of

this approach will need further efficacy studies.
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Population pharmacokinetics of artesunate and dihydroartemisinin in patients with sensitive

and resistant malaria infection
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Poravuth Yj Nicholas P. J. DdyDuong SocheitChea NgudnNicholas J. Whité Francois NostéA*

Arjen M. Dondorf?, Joel Tarning

'MahidotOxford Tropical MedicirResearch Unit, Faculty of Tropical Medicine, Mahidol University, Bangkok, Thailand,
“Centre for Tropical Medicine and Global Health, Nuffield Department of Medicine, University of Oxford, Oxford, United
Kingdom *Worldwide Antimalarial Resistance Netw@kford, United KingdoriShoklo Malaria Research Unit, Mae
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Aims  Artemisininresistant falciparum malaria is now prevalent in Southeast Asia. Ustmrding the
pharmacokinetic and pharmacodynamic properties of artesunate and its active metabolite, dihydroartemisinin, in
patients with sensitive and resistant malaria is essential to achieve effective and safe treatment. The aim of this work
was tochamcterize the pharmacokinetic properties of artesunate and dihydroartemisinin in patients with sensitive
and resistant malaria infections in Myanmar, Cambodia and Thailand.

Methods: A total of 4,217 plasma concentrations of artesunate and dihydroartemi$inom 153 patients from the
clinical efficacy studyl) were modeled simultaneously using nonlinear mieftects modelling. The model building

was conducted using the firstrder conditional estimation method withnteractions. The first observed serial
concentration below the limit of quantification (LLOQ) for each patient was substituted by half of the LLOQ (LLOQ/2),
the rest were omitted.Full in vivo conversion of artesunate into dihydroartemisinin was assumad different
structural disposition models were evaluategleveral absorption models were investigated i.e. zmnder, firstorder,
first-order with lag time, and transit absorption models. A stepwise covariate search was used to evaluate the
relationshipbetween pharmacokinetic parameters and patient characteristics. Model diagnostics and evaluation were
performed using Xpose version 4.0, Pirana, and PperhksNONMEM (PsN; version 4.4.8).

Results A onecompartment disposition model for both artesureatind dihydroartemisinin provided the best fit to

the data. An additional disposition compartment, for both artesunate and dihydroartemisinin, resulted in a decreased
202S0GAGS Tdzy Ol A-2Y). HBWeledzShe vidudl Qeedictive check showed sl model
misspecification in the terminal phase for both compounds, as compared to a simplesoomgartment structural

model. Furthermore, the median elimination hdife of dihydroartemisinin was unreasonable long when described
using a twecompartment disposition model (16 hours compared to literature values o680minutes). The one
compartment disposition model was therefore carried forward for both compounds. The absorption of artesunate
was best described by a transit absorption model with tivansit compartments. Introducing intesccasion
variability on absorption parameters (i.e relative bioavailability and mean transit time) improved the model fit
substantially. Body weight was implemented as an allometric function on all clearance (pmeckrtd 0.75) and

g2t dzyS 6LR SN FAESR (2 wm0 LI NFYSGESNAE | yR668)S6Aazhd SR A
aminotransferase and split dosing regimen (i.e twice daily vs once daily dosing) affected artesunate clearance and
dihydroartemisinin @arance significantly during the forward covariate additionvgtue < 0.05) but failed to be
retained in the more stringent backward elimination stepvgdue < 0.001).

Conclusion The pharmacokinetic properties of artesunate and dihydroartemisin welexjaately described by a
flexible transitcompartment absorption of artesunate followed by eonempartment disposition models with fuilh

vivo conversion of artesunate into dihydroartemisinin. The pharmacokinetic properties of artesunate and
dihydroartemsinin were not different in patients with sensitive and resistant malaria infection.
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Model-based assessment of benefits and risks oA treatment in acute ischemic stroke
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Aims : Recombinant tissu@lasminogen activator (#PA) is only approved by FDA to treat acute ischemic stroke as
first-line therapy. But based upon revascularization rate as low a#020 and a severe adverse event of hemorrhage
frequently occurring during the course of-PA theapy, many studies have been conducted to identify the
characteristics of patients who are prone to treatment failure and/or the occurrence of hemorrhagic adverse event.
However, there have been no studies to quantitatively evaluate the effectivenessR¥ therapy for patients with
stroke in hyperacute phase (first 24 hours after stroke) which is a crucial period in determining patient survival.
Therefore, the aims of this study were to assess the benefits and risksP# glone treatment in acute isemic

stroke using a pharmacometrics approach.

Methods: Data was collected from electronic medical records of Severance Hospital, Seoul in South Korea. A total of
336 patients were eligible. For treatment effect, Item Response Theory (IRT) based dissgesgion model was
adopted to describe time course of The National Institutes of Health Stroke Scale (NIHSS) score. For treatment risks,
the incidence of and time to additional intervention for reperfusion therapies were modeled using logistic and time
to-event (TTE) models. Finally, time to hemorrhage events was modeled using another TTE model. All of model
building strategies were performed using NONMEM7.3 with Laplacian method.

Results NIHSS score was well characterized by partial credit model (P@Mjisease progression for longitudinal
change of stroke severity over the fi¥xd hours after the initiation of FPA treatment was described using asymptotic
exponential function. In the incidence model for additional intervention following the faidding-PA treatment, high

baseline NIHSS score and infarction in middle cerebral artery regions were identified as influencing factors (p<0.0001
and p=0.0008, respectively). As for TTE model for additional intervention, gompertz hazard function besedescrib

the data, with the hazard increasing with baseline NIHSS score (p=0.0009). As for TTE model for the hemorrhage event
for those who were treated with fPA only, weibull hazard function best described the data, with the hazard
increasing with timevarying longitudinal change of NIHSS score (p=0.0006).

Conclusion This work suggests that IRT based disease progression model could be used to describe the effectiveness
of rt-PA alone for hyperacute phase. It also suggests that management of drug indlksesudh as failure with 4#2A
treatment and hemorrhage event would also take advantages of pharmacometric approaches in that risks and time to
adverse events can be predicted. To sum up, pharmacometric using clinical data can not only provide references fo
future clinical trials but also apply for the tailored care as a supportive tool in current clinical situations.
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An optimal sampling schedule for children
cardiopulmonary bypass
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Clinical Pharmacology, University of Auckland, Auckland, New Zealand

receiving cephazolin- #/ancomycin for

Aims We aimed to optimise a sartipg schedule designed to determine cephazolin and vancomycin PK in critically ill
children undergoing cardiopulmonary bypass (CPB).

Methods: Models with allometric scaling and maturation on clearance were identified for vancomwpcid
cephazolinz. Age vas simulated using a mean (%CV) value of 5 (0.6) y with weight predicted frcﬁﬁ)ages and dose
durations were assumed to vary by 10%. WinPOPT (University of Otago, New Zealand) was used to estimate optimal
times for up to 8 samples per patient. We asmd 10 subjects (Group A) receive two doses of cephazolin 50 mg/kg 6
hourly (no CPB, Fig 1), while 50 subjects (Group B) undergo a procedure with CPB (CPB startsdirciparst

duration 1.5h). Group B subjects receive cephazolin 50 mg/kg at inductibb anin after CPB ends (t=2.55h) with 15
subjects also receiving 15mg/kg vancomycin at induction. Optimal sampling times for detecting CPB related changes
were considered separately. Designs were selected by comparing criterions and estitaatatd erors (SE).

Results For Group A the best schedule allocated seven samples over dose 1 and one sample over dose 2 (see Table 1),
while in Group B, the best schedule allocated 6 samples over dose 1 and a further two over dose 2. SEs for cephazolin
parameterswere <30% with the exception of V2 (50%). SEs for vancomycin were all <35%. Five samples taken directly

from the CPB circuit had greatest efficiency in detecting CPB related changes within the design constraints.

Figure3

Group B: N=50, 50 mg/kg cephazolin at t=0 and t=2.55 h, before and after CPB
Group A: N=10, 50 mg/kg cephazolin at 6 h intervals, no CPB
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Tabk 1
Group A Design; criterion (% efficiency) Group B Design; criterion (% efficiency)
Al 8 samples over dose 1, 20.49 (ref) B1 8 samples over dose 1; 16.97 (ref)
A2 7 ssamples over dose 1, 1 over dose 2; 30.33 (10 B2 7 samples over dose 1, 1 overs#o?; 35.35 (208%)
A3 6 samples over dose 1, 2 over dose 2; 28.90 (95% B3 6 samples over dose 1, 2 over dose 2; 37.08 (219
A4 5 samples over dose 1, 3 over dose 2; 29.78 (98% B4 5 samples over dose 1, 3 over dose 2; 36.78 (217
A5 4 samples over e 1, 4 over dose 1; 29.42 (97%)| B5 4 samples over dose 1, 4 over dose 2; 36.12 (213
Final sample times (h post dose) Dose 1 Dose 2
Group A 0.127,0.43,0.43,1.3,3.18,6,6 h 6 h
Group B 0.001, 0.001, 0.098, 0.37,0.37,0.924, 1.5 h 0.37,1.5h

Caclusion This design may be used to plan a clinical study of 50 children receiving cephazedéinceimycin, some

of which will also receive a procedure involving CPB.
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Repeated time-to-event analysis of Pseudomonasaeruginosa and Aspertjus fumigatus
acquisitions n children with cysticfibrosis

Mrs Sabariah Noor Hartf Prof Claire Wainwright Prof Nick Holford, Dr Stefanie Henrlig

'School of Pharmacy,The University of Queensland, Brisbane, AUSichlim| of Pharmaceutical Sciences, Universiti
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Aims To describe the hazard of haviAgpergillus fumigatusJ2 3 A G A @S Odzf 1 dzZNBa Ay &2dzy3 OK
cystic fibrosis (CF) and to investigate the predictive factors influencing the hazard, specifeafifiuénee of prior
Pseudomonas aeruginogasitive culture.

Methods: Data on repeatedAspergillus fumigatusand Pseudomonas aeruginosaultures were obtained from 80
children in the Australasian Cystic Fibrosis Bronchoalveolar lavage (BALJ1stullyrepeated time to event (RTTE)
model was developed to describe the hazardPseudomonas aeruginosa and Aspergillus fumigptsstive culture

events by fitting a parametric hazard model using NONMEM version 7.2prBaécted probability of having a
Pseudomonas aeruginogaositive culture prior to the time of having Aspergillus fumigatugositive culture was

tested as an influence on the hazard of havingAapergillus fumigatugositive culture. Other time varyin@e.g.
number of antibiotic therapy courses received prior the event) and time constant covariates (e.g. sex and meconium
ileus) were also tested.

Results The median age of having the first positive culture R&8 years folPseudomonas aeruginosa a8db9
yearsfor Aspergillus fumigatusThe baseline hazard of having recurréfdeudomonas aeruginosand Aspergillus
fumigatuspositive cultures in the first five years of life of children with CF increased with time and was described by a
Gompertz model.The hazard ofPseudomonasaeruginosa events doubled after the first event. The hazard of
recurrent Aspergillus fumigatusevents was found to be increased by the use of combination treatment with
intravenous and inhalation tobramycin to eradica®seudomoas aeruginosanfection (Table 1). The probability of
havingPseudomonas aeruginosvents had no detectable influence on the hazard of havsgergillus fumigatus
events.

Table 1: Hazard estimates and their uncertainty from a combislidomonas aerugpsaand Aspergillus fumigatus
positive culture repeated time to event model

Pseudomonas aeruginosa Aspergillus fumigatus
positive culture positive culture
Final Bootstrap Final Bootstrap
model  \edian 95% ClI model Median 95%Cl
estimate estimate

Parameter Units
Hazard of first event  year" 0.13 0.13 0.080.19 0.03 0.02 0.01-0.05
Hazard of subsequen’ year" 0.25 0.25 0.12-0.39 - - -
event
I Time year' 0.13 0.13 0.01-0.32 0.35 0.35 0.16:0.53
(half-life)* year (0.19) (0.19) (0.0%0.46) (0.50) (0.50) (0.230.77)
i eradication therapy - = - 1.29 1.32 0.66-2.16
(hazard ratio) (3.63) (3.74) (1.938.69)

* Gompertz parameter converted talf-life by dividing the estimate into In (2)
# Hazard ratio calculated from exXp.dication therapy

Conclusion Eradication therapy foPseudomonas aeruginogafection was a more important influence on the hazard

of having aAspergillus fumigatupositive culture than the probability of havingRseudomonas aeruginogeositive
culture itself. However, because eradication therapy is important in children with CF, stopping the treatment is not
clinically feasible in order to to reduce the riskAdpenillus fumigatuspositive culture. Further studies to determine

the effect of antifungal treatment on the hazard of haviaAgpergillus fumigatupositive culture and the impact of
Aspergillus fumigatupositive culture on disease progression are warranted.
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A pilot study to investigate the relationship between doxorubicin and doxorubicinol
pharmacokinetics and cardiotoxicity in children and adolescentsh cancer

Stefanie Hennfg Kuhan KunarajdhRoss Norrts* Michael Lobf) Bruce Charlé$ Ross PinkertGrand

Andrew S. Moore®

'School of Pharmacy, The University of Queensland, Pharmacy Australia Centre of Excellence (PACE), Brishane, Austral
BAFYFYGAYl LyadAaddzisS FyR vdzSSyattyR / KAt RNByQa aSRAO!I
Australia,*Australian Centre for Paediatric Pharmacokinetics, Mater Pharmacy Services, Brisbane, Sctoallaof
Pharmacy, Gritfi University, Gold Coast, Australia,dzS Sy af I yR / KAf RNBy Qa /I yOSNI / Sy
Hospital and Health Service, Brisbane, Austr%.ll@, Child Health Research Centre, The University of Queensland,
Brisbane, Australia

Aims The primay aim of this pilot study was to assess the relationship between doxorubicin (dox) and doxorubicinol
(doxinol) pharmacokinetics (PK) and markers of cardiotoxicayd{ac troponin | (cTrl)determine PK variability and
identify covariates explaining theariabilityin the PKin children and adolescents with cancer.

Methods: A prospective pilot tsdy measured plasma doand doxnol and cardiac troponin | (cTnl) in children
undergoing chemotherapy treatment atthe2 @ £ / KA f RNBLhadyLiletz 2 & KA § IRINS y W& S | 2 & LIA {
Australia A population parentmetabolite pharmacokinetic (PK) model for dox and doxinol as well as a turnover

model for cTnl were developed usiagon-linear mixed effects modellingpproach(NONMEM v7.3)A population PK

model of dox and doxinalvas developed first, guided by previous models in the litera{dre2) whose exposure was

then stimulating the release of cTnl into the blodktween subject variability (BSV) and betweccasion variability

(BOV) were estimated. A covariate analysis to identify influential factors explaining variability was performed.

Results 17 children(6 female)aged 3.4- 14.7 years(median 7.0 beingtreated for a variety of cancers had blood
sampledafter 1 or 2two doses of doxXtotal of 24 doses of dgxEleven patients had received doses of anthracyclines
prior to the fist observeddosein this study & A E  LJI (mediayf dudnulalve Rrigr@lés@0 mg/nt, range0-225
mg/mz). The mediamox dose administered was 30 mg?r@ange 2575 mg/mz) given over 1 h (range 0.2572.5 h).
First samples were taken from 0.5 to 336 h after the start of the infusion. Measured dox concentrations (n=100)
ranged from 0.01¢ 39.4 mcg/L, doxinol concentrats (n=120) ranged from 0.0d57.7 mcg/l-and cTnl (n=104)
ranged from0.05¢ 0.1 ng/mL. Thdest fit of themodelto the datashown in Figure .IDox clearance from the central
compartment was estimated as 58.%h/1.8 nt for an average 84earold (BSV£9.8%, BOV=9%), central volume of
distribution was 33.4 L/1.8 fh Doxinol clearance was 18.1 L/h/1.8 (BSV= 28.8%and volume of distributiorwas

454 L/1.8 . Body surface aredBSV)was added as a

— & l W infusten covariate on all clearance and distribution paramettnsdox
Peripheral v3 |2~ and doxino] as well as age on dox clearance. Dox and doxinol
. E, exposure stimul_ated the rele_ase of cTnl into the blood, which
r——— Y L central vn Wzlis modelled via an.fy functlon(3). Eméxz 0.557, K= 9.18
Peripheral V2 h™ (t12=3.8), E=9.1 microg/L, Baseline = Hg/mL (fixed,
- BSV= 7.5%, BOV= 45%). The baseline increased by 0.1% with
B every 1 mg/ni increag in prior cumuhtive anthracyclines
' doses
5;”; Kin_ 4 Tl ¢, Figure 1Final model (dox =blaclpxinol = red,cTnl= blue,
significant covariates = purple)

~prior anthracycline
exposure on Baseline

Conclusion The K of dox and doxinol was describestisfactorily,and parameter estimates wereomparableto
those previoudy reported in similar patients (1, 2) This pilot study further found thagbrior anthracyclineexposure
increased the risk adinthracyclineexposureinduced cardiotoxicity; however this effect should be evaluatethfer.
The study contributes toan improved understanding the doseoncentrationtoxicity relationship in chilcen with
cancer.
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Development of a biomarkebased prediction model of disease progression during
chemotherapy in young adolescents

Ms Young A Hé8 Dr Kyungsoo Pdrk

lDepartment of Pharmacology, Yonsei University College of Medicink,Seith KoredBrain Korea 21 Plus Project
for Medial Science, Yonsei Universttyuth Korea

Aims: This study aims to develop a quantitative semechanistic model to describe the disease progression of
leukemia during chemotherapy using circulatlrigmarkers in Korean adolescent population.

Methods: A routine clinical data set fo89 patients who were diagnosed as acute lymphoblastic leukemia (ALL) or
acute myeloid leukemia (AML) for the first time between the age af2D was collected from Serance hospital

electric medical records (EMR) system. Lymphocyte (LYM) and platelet counts (PLT) were dependent variables, and
age, WBC count, bone marrow transplantation and other laboratory results such as creatinine, ASL and ALT levels
were covariatesto be tested. A mechanistic model was used to describe LYM change with time during chemotherapy.

A KPD model was used to describe drug kinetics as blood concentration data were not available. LYM production was
described by a single compartment repretieg proliferative cells, 3 transit compartments representing LYM
maturation, and a single compartment representing blood LYM, where LYM production was assumed to be influenced
by negative feedback from blood LYM and reduced by chemotherapy. Populatioglingbdpproach was performed

using NONMEM 7.3.

Results5dzS (2 RIGlIQa KSGNR3ISySAGes LI GASyda GNBFGYSyd 2 L.
(SR) and high risk (HR) based on the clinical practice. Drug effect was described dar antidel of effeite
concenrtation obtianed from D model, where drug doses were BSA standardized due to the use of multiple
cytotoxic drugs during the treatment. Estimated parameters were 0.581, 0.458 and 1.19 for the slope of drug effect
model for he subgroup of ALL_SR, ALL_HR and AML_HR, respectively, 0.425 day for MTT (mean transit ime), and
0.00085 for gamma, which denotes the power of negative feedback component.

Conclusion:This work shows preliminary results for disease progression mddeYd during chemotherapy. Further

analysis will include the analysis of PLT change, evaluation of potential covariates, and survival time analysis for these
patients group.
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Population pharmacokinetic model of pegylated interferon alza in healthy Krean male
subjects

Yun Seob Juh§ Dong Woo Chd& Mijeong Sor?, Yukyung Kith Jinju Guk, Kyungsoo Park

1Department of Pharmacology, Yonsei University College of Medicine, SeoyPBfaireaorea 21 Plus Project for
Medical Science, Yonsaiilérsity, Seoul, Korea

Aims Pegylated interferon alfa is an antiviral drug approved for the treatment of chronic hepatitic B and C. The
addition of polyethylene glycol (pegylation) enhances the -lif@fof the interferon relative the native form.vifo
population pharmacokinetic modélé of pegylated interferon alf2a have been published so far. To our knowledge,

no population pharmacokinetic model has been built using Korean subjects. Our study aims to develop a population
pharmacokinetic modebf pegylated interferon alf2a in healthy Korean male subjects and compare the final model
and estimated parameters with those reported in the literature.

Methods: PK data were acquired from a previous clinical trial study where a single dose of 18pegytdted
interferon alfa2a was subcutaneously injected. The total number of subjects who participated in the study was 34. 4
subjects were excluded from our analysis because their plasma concentrations were all below the limit of
guantification. Baseli@ concentration was estimated as a model parameter since 8 subjects hadenorbaseline
plasma concentrations. Theobased allometry was assumed in incorporating weight into volume and clearance.
Model building was carried out using NONMEM ver 7.3.rRioa 3.2.1 was used for data exploration and analysis.

Results One compartment model with*Lorder absorption was chosen for the basic structural model. Proportional
error was assumed for residual variance. Mixture model assuming two subpopulatiorsppiged to bioavailability

(F). Bioavailability value was fixed to d.8 the first subpopulation based on previous reports. F of the second
subpopulation was estimated to be 0.108. The estimated mixture proportions were 62.3% and 47.7%. The estimates
of volume, clearance, absorption rate constant, baseline concentration were 9.034 L, {#).a®1 0.015Q° and

293.6 1) X & respectively. The CV(%) of proportional residual erfQr was estimated to be 42%. The model
described the time coursef observed concentrations quite well.

Conclusion We successfully built a population PK model of pegylated interferon2alfan Korean healthy male
subjects. Our model classified two subpopulations with widely differing bioavailability.Further stwdigsl be
needed to elucidate the physiological underpinnings of such differences. Genetic differences in drug absorption or
disposition will be sought.
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Population pharmacokinetic analysis of Levetiracetam in adulaMysian patients with epilepsy
Dr Li Ling YedpProfessor Dr Chong Tin Takssociate Professor Dr Kheng Seang DinYoke Llhc*

'School of Pharmacy, Taylor's University Malaysia, Subang Jaya, Mélhgp'm,tment of Medicine, Faculty of
Medicine, University of Malaya, Malaysia, Kuala Lumpur, Mald@partment of Pharmacy, Faculty of Medicine,
University of Malaya, MalaysiKuala Lumpur, Malaysia

Aims Todetermine the pharmacokinetic parameters of levetiracetam (LEV), a-tf@ingration antiepileptic drug, and
its metabolite, etiracetam carboxylic acilUCB L057) in adult Malaysian patients with epilepsy, tanidentify any
covariates predictive of the pharmacokinetic propertied &V or UCB L057

Methods: This study includes adult Malaysian patients with various types of epilepsy, receiving a stable oral LEV dose
for at least 2 weeks. Demographic and clinical datayel as serial blood samplesgere collected prospectively on
routine epilepsy clinic appointment dayat the University of Malaya Medic&lentre.The plasma concentrations of

LEV and UCB L057 were measured simultaneously by a locally developed aiddiadigid chromatographytandem

mass spectrometry assay methdd Pharmacokinetic analyses wererfsgmed using a nonlinear mixeeffects

model approachPopulation pharmacokinetic (PopPK) model of LEV was constructed using the plasma concentration
time data of LEV and UCB LO57 simultaneously. Potential covariates for the popPK model were assessed usin
standard approachThe predictive performance of the population pharmacokinetic model was evaluated by visual
predictive checks and nonparametric bootstrapping with replacement.

Results Forty-eight adult patients who received LEV tablets as monothe@pgdjunctive therapy were enrolled in

this study. Patients of Chinese descents made up 66.6% of the total number of study subjects, followed by an equal
number of Malays and Indians. A eonempartment open model plus a gut compartment for oral LEV, and a
metabolite compartment were fitted to 602 plasma concentratidimse points of LEV and UCB L057. The estimated
total clearance of LEV is 3.24 L/h perkg)while the population apparent clearance of LEV to UCB L0%y) (@4
hydrolysis reaction is 1.2ll/h per 70 kg. The value of (Glis influenced by body size and sex; with a multiplication
factor of 1 for male, and 0.85 for female. The typical clearance of parent compound LEV via other routes besides
hydrolysis reaction (G4, for example via oxidatévbiotransformation pathway, is 2.03 L/h per 70 kg. Body weight,

the presence of a metabolic enzyme inducer or inhibitor, and ethnicity, significantly influence thealile. The
clearance of UCB L057 (is estimated to be 11.7 L/h. The volume of disition of LEV (Y is 34.2 L per 70 kg, and

the absorption rate constant gkof LEV is 1.46 per h.

Conclusion The total clearance, the volume of distribution and the absorption rate constant of LEV in Malaysian
patients are comparable to those of plieusly reported(2-5). The apparent clearance of metabolite UCB L057 that
has not been previouslgstimatedis 11.7 L/h. This study supports the hypothesis tbahcomitant antiepileptic
agentsthat are cytochrome emyme inducers could stimulate the oxidative biotransformation pathway but not the
hydrolysis pathway dfEV although the former accounts for less than 3% of the total LEV disposition in the absence of
any cytochrome enzyme inducer or inhibit@).
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A viral kinetic model for severe human cytomegalovirus inf®ns in immunocompromised
paediatric patients

Mr Ben Margetts*® Professor Judith Bredér Professor Nigel Kléif® Dr Joseph Standihig?®

'UCL CoMPLEX, , United KingdﬁﬂCL Institute of Child Health, , United Kingd?mneat Ormond Streetddpital NHS
Foundation Trust, , United Kingdom

Aims: To produce a viral kinetic (VK) model of Cytomegalovirus (CMV) that predicts changes in viral load within an
individual as the infection responds to antiviral therapy and the immune response, basedatanfrom an
immunocompromised paediatric population.

Methods: Complete clinical datasets were taken from 335 bone marrow transplant (BMT) patients receiving care at
Great Ormond Street Hospital (GOSH) between January 2010 and December 2014. 86 of tthete gdibited a

serious active CMYV infection following their Bl3sociated immunosuppressive treatment regime. A total of 1,598
CMV viral load observations were included from these patients. For each of the patients studied, we had access to
clinical hstory, treatment outcomes, and the results of all clinical tests undertaken. These tests include regular white
cell counts, white cell subset counts, full blood counts, and a selection of viral load PCRs. Alongside this rich clinical
data, we have access full drug administration datasets for each patient during their stay at the hospital.

Viral load data was fitted to a viral growth model using NONMEM V7 3.0 [1], a growth inhibition term related to
antiviral treatment was incorporated into the VK moa@ébngside a growth limiting V MAX term that scales the rate of

viral growth against the maximum amount of virus that is possible within an individual. Total lymphocyte count (TLC)
gla OK2aSy (2 NBLINBaASYy(d GKS STTAhdvdusde B the richitaih 2VAihieQ & A Y
on this. From the 86 patients with active CMV infections, 13,933 TLCs were available from the course of their BMT
recovery, and were utilised as a scalar on an immune kill parameter. Virions are also assumesldaddsivturnover

rate, represented by a constant clearance parameter in the model. Viral load was used as the primary predictor of
treatment outcome as high viral loads (>1 million copies/mL) are typically associated with higher levels of mortality.

Reslts: The viral kinetic model was shown to appropriately fit the data from the BMT patients, accurately estimating
0KS @GANIf 3INRGGK YR RSOI® RdzZNAy3a 1S@& Y2yYSyida Ay GKS LI
generated during the estiation were appropriate, given the biological context, with viral doubling time agreeing with

the faster ~1.4 day CMV doubling time previously shown in BMT patients with CMV infections [2]. Antiviral efficacy
was estimated to be highly variable within thetfnt population, with the inclusion of immune parameters improving

the fit, and accounting for large portions of the variation in viral growth. The model can provide realistic disease
trajectory simulations that can be fitted to data from newly infecteattients, as they present.

ConclusionA dynamic VK model has now been developed for CMV. Future work will include the estimation of whole
body CMV content, by scaling viral load up to match total predicted blood volume for each patient, and the inclusion
of individual antiviral PK information. Following this, the use of rich CMV sequencing data currently being collected
from BMT patients may allow us to monitor and predict the emergence of drug resistance, and model the relationship
between it, estimatedotal viral load, and antiviral efficacy.
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Development of an interactive application to assist clinicians in the dose adjustment of
voriconazole

Mr David McDougaff, A/Prof Bruce Greén
'School of Pharmacy, University of QueenslatmblloongabbaAustrala, *Model Answers Pty Ltd, Brisbane, Australia

Aims. Voriconazole is a broad spectrum triazole antifungal used as first line therapy for invasive infections.
Pharmacokinetic (PK) studies have indicated clearance (CL)-l;ean with PK parameters suas CL and Vmax
having large betweesubject variability. Patient exposure is therefore highly variable, which has prompted the use of
therapeutic drug monitoring (TDM) to optimise dosing [1] as there is a growing body of literature that relates
exposure toboth effectiveness and toxicity. Currently, no tools, guidelines, or nomograms exist to assist clinicians
interpret individual voriconazole concentrations. The objective of this research was to develop an interactive
application that allows clinicians &xplore a range of likely exposures if doses are adjusted. The application was not
designed to make specific dose recommendations.

Methods: The application (developed using the Shiny package in R) was constructed using a simulation approach. 100
stochastt simulations (each consisting of 2000 subjects from the NHANES database) were conducted using a
previously published population PK model[2] under 60 different loading dose / maintenance dose scenarios. The user
interface allows the clinician to input patit and sample specific data such as body weight, current dosing regimen,
concentration achieved, and alternate doses to be explored. The application uses the inputted information to search

GKS RIGFEolFasS 2F aaydzZ I GA2ya § fandiabsSeiftédi PKeparainedersy ith similar & Y I {

weight, dosing history and plasma concentration. The application then predicts the likely exposure for the matched
patients under alternative doses.

Results A screenshot of the application is displayed inuFégl. The user inputted information is on the left hand
panel, and the results are in the main panel. The table on the top row displays the characteristics of the matched
subjects and percentage of the simulations that fall within the therapeutic ramyger the alternate dose. The
histograms on the top row display the distributions of the likely exposure (trough concentrations and area under the
concentration time curve) under the new proposed dose. The concentration time plots in the middle row d@pia
representative concentration time profiles from the matched subjects, while the histograms on the bottom row
display the distribution of PK parameters for the matched subjects.

Conclusion The application ia novel idea to assist clinicians tapdore how alternate doses might impact exposure.
Future prospective and retrospective validation of the application is planned.
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A PBPK model of phenytoin after intravenous administration of fosphenytoin sodium in
Japanese pediatric patients

Mr_Masayoshi NakakuniDr Naohisa YahdgiMiss Miki Akabarge Dr Hiroshi Terashinfa Mr Yoichi
Ishikawd

lDepartment of Human Genetics, Natbi€Center For Child Health And Development, Tokyo, 5ﬁ]mmrtment of
Data Management, National Center for Child Health and Development, Tokyo, *Dmmpmrtment of Pharmacy,
National Center for Child Health and Development, Tokyo, JBiasion oNeurology, National Center for Child Health
and Development, Tokyo, Japan

Aim: To develop a physiology based pharmacokinetics (PBPK) model of phenytoin after intravenous administration of
fosphenytoin sodium (FPHT) in Japanese pedip#iients

Methods: The PBPK modeling was performed using Berkeley Madonna 8.3.1@&edieted ratios otissue to plasma
unbound concentration (kp) of 9 organs and tissues based on the following equation: kpu (pediatric patients) = kpu
(rat) x CF where CF is correctiactbr. Values of hepatic clearance (ClWere adjusted usinghree different
allometric scalingnethods body weight (BW), Body surface area (BSA), or 0.75 power of BW. Accuracy of the PBPK
model was compared with those of onand two-compartment pharmackinetic models in three age groups (< 1 year

old: n=26 1-6 years old: n=20,-1I8 years old: n=15) by median absolute performance error (MAPE).

Results We used the clinical data obtained from 61 patients treated with initial intravenous loading of FR&TF in
the < 1 yeawld group showed the lowest values among 3 age groups. Regarding CLh, adjustniBt wwgs the
lowest MAPE values in the <ygarold and the 16-yearsold goups (13.7 %and 17.9 %, respectivelyln the 718
yearsold group, adjustrant by BSA showed the lowest MAPE vallie.9%) The MAPE values of onand two
compartment models were higher than the PBPK model (27.8% and 20.2%, respectively).

Conclusion The PBPK model might predict serum pjytein concentration after adiministradin of FPHT more
accurately than oneand two-compartment models.
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Clinical pharmacometrics for personalized dosing of tgaamin

Mr Kazutaka Od&, Dr Hirofumi Jorid, Dr Hideyuki Saitd

lDepartment of Pharmacy, Kumamoto University Hospital, Kumamoto, 3Bppartment of Clinical Pharmaceutical
Sciences, Graduate School of Kumamoto University, Kumamoto, Japan

Aims Phamacometrics is a predicter for ideal dosing regim®n usingpopulation pharmacokinetic (PPiK)odel,
pharmacodynamic informatigrandmodeling and simulation (M&S)Teicoplanin (TEIC), a glycopeptide antimicrobial,
plays essential role for treating vaus infectious diseases by methicillin resistataphylococcus aureudMRSA).
However, personalized dosing regimen for teicoplanin (TEIC) has yet to be developed, and clinivaldBIF&r
personalized dosing is not available. Moreover, MRSA has rededitytedreduced sensitivity against TEIC such as 2
mg/L of minimum inhibitory concentratiofMIC). In this studyto take advantage of pharmacometrics in clinical
settings ¢€linical pharmacometric€€PMx) for personalized dosing, eealuated usefulnessf CPMxn TEIC treatment

by determining personalized dosing regimen

Methods: We conducted the retrospective CPMuided study with approval from institutional review board of
Kumamoto University Hospital (the approval number was 955). We included thle @atients (over 18 years old)
dosed TEIGCPMxguided study was performed as follows. hetclinical PPK was analyzed using NONMEigram.

2, Bacterial growth curve based on M&S was subsequently described for several dosing regimen with mutable MIC.
We evaluated this clinical PPK modtbgl comparing the predictive performance of blood TEIC level with current PPK
model.

Results We analyzed the clinical PPK in 79 eligible patients. We identified creatinine clearance (Ccr), serum albumin
(ALB), and heidh(HT) to be the significant covariates for TEIC clearance (CL), by determining the final PPK model
(table 1). The volume of distribution (Vss) was 1.22 LiKkgs clinical PPK model developed indicated improved
predictive performance rather than currentPR modelFigure 1 show$acterial growth curves (gray bold line) and
blood TEIC concentration curves (black solid line). The required days for reduction of bacterial count Tonezel 0
between 4 days and 7 days in the case of MIC = 1.0 mg/L. ThosalrastiEally elongated to be more than 9 days
6dzy RSNI AYSR 62NR& AYy CAIdzNE m!T .3 FyR /0 F2NJ GKS NB3IA
for trough level) in the case of MIC = 2m@/L (Figure 1A, B, and C). The regimen with r6@0of maintenance dose
ONBadz G§SR A ytrouglylavel) sholed Wiprov&d2bidtericidal activity (Figure 1D and E). Further increased
maintenance dose (800mg: Figure 1F) showed the unchanged required days.

Tabled

Final PPK. model

CL (L/r) = 87 * (Cor/7.2)% * (ALB/4)* * (HT/170)* * EXP(n1)
Vss (L'kg) = 85 *EXP(52)

K12 (/hr) =038, Fixed

K21 (/hr) = 0.0485, Fixed

) “ 9 davs
Bootstrap estimation T

Median 95 % CI

a1 0.727 0.731 0.638 - 0.875

62 0.374 0.348 0.068 - 0.395

- F S o s

a5 122 122 0.934 - 1.540
5 days

o f [ - p [ Yoeior

wer. % 18 276 169 52-287 oll, L L N~ - SN L S Lneoy
1 10 20 1 10 20 1 10 20

O % 411 213 89 222-571 Time course, day

Residual variability, % 16.6 18.9 16.3 13.0-19.7 Figure 1
Conclusion CPMx with clinical PPK an&Blin TEIC treatmeniay be useful for personal dosing.this CPMsguided
study, we newly identifiedALBand HT for the significant covariates for TEIC clearance through clinical PPK analysis.
We speculate decreased AleevatesTEIC clearandeecause othe elevated unboundrElCfraction inplasma The
0f22R GNRdAK fS@Stf o6nHy >3IkY[ 0 FT2N ¢9mglLoMA NBO2YYSYyRSR

Fixed effect parameter  vahe shrinkage, %

Populationmean TEIC concentration, pg/mL
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Bayesian forecasting versus clinical practice for awenous busulfan dose adjustment in

paediatric stem cell transplantations
Mr Lachlan PatersénMs Rachael Lawsor Stefanie Henrlig
The University Of Queensland, Woolloongabba, Ausﬁaiidty Cilento Children's Hospital, South Brisbane, Australia

Aims. Haematopoietic stem cell transplantation (HSCT) is a vital therapy that is used to curéskigh relapsed
malignant and nonmalignant conditions. Busulfan is an important chemotherapeutic agent used in HSCT, particularly
in children with cancer. lhas been demonstrated that optimal exposure over four days reduces the incidence of
toxicities and decreases the risk of transplant failure. Current local clinical practice uses intensive sampling on each of
the four days of dosing to calculate cumulatiggposue over the dosing period. This study aimed to evaluate the
predictive performance of two Bayesian forecasting programs under various sampling scenarios to estimate an
AYRAQGARdzZ £t Qa4 odzadzt FIy SELIR adzNB (2 xpbsyirBA A RdzZf A4S R2&aS8& |

Methods: Pediatric oncology patients underwent repeated blood sampling seven times daily (samples taken at pre
R2aS GNRdzZAKI oK FFUSNI 6S3IAYYAYyd AyFdzaAzyS oYMpKI nKI ¢
throughoutthe coRA G2y Ay 3 NBIAYSYy |G GKS [l Re& [/ AftSyid2 / KAfRNBY!
Patient characteristics, busulfan concentrations and sampling times were collected to estimate the daily area under

the concentrationtime curve (AUC) utilisih two Bayesian forecasting programs (NextDose®, InsightRX®) and
comparing these to the true measured AUC. Various sampling scenarios were tested using the programs including a
full profile over all four days compared to reduced sampling strategies.

Resuls: Thirty-two children, median age 5.5 years, contributed 720 busulfan concentrations resulting in 93 true AUC
calculations via the trapezoidal rule. The mean true daily AUC was 20.1n(8188y m 0  Y.©@8e cKiltlGiad 4 true

AUC observation on day hly, seven children on the first 2 days, five children on da§std twelve children on all 4

days of the regimen. Of those remaining, one had a true AUC on day 3, four children had 2 days of true AUCs and two
children had 3 days of true AUCs. The estedaAUC povided by the two Bayesian forecasting programs resulted
overall in low impression and high accuracy compared to the true AUC under scei3afsed Table 1) over all 4 days

of busulfan dosing.

Table 1: Predictive performance of two Bayesiarfaisting programs estimating daily busulfan AUCs

Sampling scenario Software | Mean absolute error Relative mean prediction | Rootmeansquare
OLvwe 6 VYOIi K error [IQR] (%) error (%)
1. Full profile InsightRX | 1.7, [0.1, 4.3 11.3 [ 0.3, 24.4] 24.5
(4 days, 7 samples/day) NextDose | -2.1, [3.0,-0.2] -9.3, [15.7,-1.4] 17.1
2. Days 12 only InsightRX | -0.1, F1.1, 1.3] 2.8, F7.1, 8.7] 24.1
(7 samples/day) NextDose | -4.0, }4.6,-0.1] -17.1, F24. 7,-0.6] 37.6
3. Trough, 3h, 5h, 8h InsightRx | 2.6, [0.2, 4.8] 16.1,[ 1.1, 26.2] 32.2
(4 days, 3 samples/day +oC NextDose | -2.0, [2.8,-0.1] -8.4, [15.1,-0.5] 16.9
4. Trough, 3h, 5h InsightRX | 2.6, [0.3, 5.0] 16.2, F1.6, 25.0] 34.0
(4 days, 2 samples/day +)C NextDose | -4.6, [6.6,-1.1] -21.2, [34.7,-5.5] 34.0

Conclusion While Bayesian forecasting programs have been utilised in other countries, the Queensland paediatric
HSCT unit has not yet adopted this practice. Balancing reduction in sampling and predidiyeofiiie Bayesian
forecasting tools during further investigations may offer great potential for use of these programs in local clinical
practice.
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Population pharmacokineticmodeling of Atazanavir/r in Thai HNAhfected patients: an aid for
optimal dose finding

Dr Baralee Punyawudhd\arukjaporn ThammajaryylDr Anchalee Avihingsarfon

lDepartment of Pharmaceutical Care, Faculty of Pharmacy, Chiang Mai University, Chiang Mai, FiiiNen@, Thai
Red Cross AIDS Research Centre, Bangkok, Thilapdrtment of Medicine, Faculty of Medicine, Chulalongkorn
University, Bangkok, Thailand

Aims Ritonavir boosted atazanavir (ATV/r) is one of the most commonly used protease inhibitors (PI) in Thai HIV
infected patients. Previous studies found Thaiipats may require a lower dose of ATV to achieve adequate ATV
exposure. Therefore, this study aimed to develop the population pharmacokinetic model of ATV/r using nonlinear
mixed-effects modeling approactThe developed model was further used to determihe optimal dose of ATV/r for

Thai HIMnfected patients to achieve target concentration.

Methods: A crosssectional study was performed at HIV Natherlands Australia Research CollaboratieNARLV
Bangkok, Thailand. Patients aged 18 years and oldeeiwved ATV/r as part of the antiviral therapy for at least 2
weeks were included into the study. One random blood sample was collected at each clinic visit for ATV and RTV
concentrations determination. Additionally, intensive data from 27 patients enrafigrtevious studies were included

(1, 2) The population pharmacokinetics of ATV was developed by NONMENnte Carlo Simulations were
performed to assess ATV trough concentrationgf) for patients receivingtandard (300/100 mg/day of ATV/r)

and lower dosage regimens (200/100 and 250/100 mg/day of ATV/r). The proportions of patients achieving target
Girough OF ATV (0.18.85 mg/L) were calculated.

Results A total of 127 patients with 627 ATV and RTV plasarcentrations were included in the analysis. The
pharmacokinetics of ATV can be best described by acongpartment model with firsbrder absorption with lag

time and firstorder elimination. Gender was significant covariate for clearance (CL/F) amghtweas significant
covariate for volume of distribution (V/F) of ATV. The estimated CL/F of ATV was 4.93 L/hr in female with a 28.7%
increase in male patient3.he results from simulations showed a higher proportion of patients achieving tagggt C

of ATV in a group of patients receiving ATV/r 200/100 mg/day compared with a group of 250/100 and 300/100
mg/day (65.5 vs 58.8 vs 51.7%). However, it was estimated that 17% of male patients would have subtherapeutic
concentrations when 200/100 of ATV/r wasen.

Conclusion The population pharmacokinetics of ATV/r was successfully developed. Gender was significant covariate
for CL/F whereas weight was significant covariate for V/F. The simulation results confirmed that the use of lower
ATVI/r dose can achie target ATV concentration in this population.
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Modelling and simulation of fluconazole in critically ill adult patients

Dr Indy Sandaradur&® A/Prof Ross Norti§ Prof Debbie Marriotf, Prof Ric Day, Dr Stephaie Reutet
'St Vincent's Hospital, Sydney, Darlinghurst, Ausﬁldﬁa:ersity of New South Wal&y,dneyAustralia, 3University of
Notre Dame AustraliaVestern AustralidUniversity of South Australidgelaide, Australia

Aims The bistriazole antifungal agent fluconazole was widely used as {irs treatment in patients with suspected

and proven fungal infections (1) until a recent study found a higher mortality, even in patients with susceptible
infections (2). It is postulated that patiemigth critical illness may be undexposed with current fluconazole dosing,
leading to poorer outcomes. A population pharmacokinetic approach was used to provide estimates of fluconazole
pharmacokinetic parameters after intravenous administration in ailjc ill patients and to simulate the drug
exposure from standard (400 mg/day) and alternative dosing.

Methods: Clinical and biochemical data including serum fluconazole concentrations were obtained from 30 adult
patients treated in the intensive care wnPopulation pharmacokinetic modelling was conducted using NONMEM VII.

Results: A one compartment model with first order elimination was found to adequately describe fluconazole
concentrationtime data. Introduction of covariates into the structural maédéentified a significant effect of weight

on V and renal function and the use of continuous renal replacement therapy (CRRT) on CL. The population
parameters were Glenae 0.70L/h; Cdrrr= 1.90L/h and V = 45L. The final model was utilised to simulae th
probability of target attainment based on dosing strategy, in light of the current European Committee on
Antimicrobial Susceptibility Testing (EUCAST) breakpoint of 4 mg/L. Doses of up to and including 800 mg/day failed to
achieve a free AUC:MIC >10Mirer 50% of patients on CRRT. Doses of 400 mg/day failed to attain this target in over
25% of those who had higher renal function (>=120 ml/min)The current recommended loading dose (800mg) failed to
achieve steady state in most patients at 72h.
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ConclusionThis population pharmacokinetic analysis strongly indicates that fluconazole dosage should be optimized
in terms of CLcr and dialysis use in critically ill patients. Currentigaitises are inadequate and maintenance dosing
fails to attain targets in patients with higher renal clearance or undergoing CRRT.
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Mechanistic model for calcium treatment effect in calciuparathyroid hormone homeostasis
after thyroidectomy in Koreans

MD Mijeong Saorf, MD Yukyung Kirfi MD Dongwoo Ch&& BS Jinju Gtk BS YuongA Heb MD Yun
Seob Jurld, PhD, MD Kyungsoo Park

'Department Of Pharmacology, Yonsei University College Of Medicine, Seoul, Souira{or€area 21 Plus Project
for Medical Science, Yonsei University, Seoul, South Korea

Aims This study aims to develop mechanismbased modelof calcium treatment effect in calciuparathyroid
hormone (PTH) homeostasis after thyroidectomy in Koresartsevaluate the potential covariates influencing on the
kinetics of calcium and PTH concentration.

Methods: A retrospective data sdbr 1142patients whounderwent thyroidectomy in 2013 at Severance hospitak
collected from electric medical records (EMRYystem.Postthyroidectomy calcium concentrations and PTH levels
obtained under the treatment of calcium and vitamin D supplements were analyzed as dependent variables, and
demographics and operation conditions were tested as potential covariates. Catoimcentrations were described

using a turrover model and PTH concentration was described using a preedep@ndent indirect response model,
where PTH is produced from PTH precursor (PP) through first order kinetid®Tahdtimulationis modulated by a
negative feedback system,it PTH stimulation incre@sy when occupancy decreases and vice veRapulation
modeling approach was performed using NONMEM 7.3.

Results The effect ofthyroidectomyon calcium and PTH concentrations were best describennbyediate drop in
calcium and PTH levels at time of surgery and then exponentially increase up to maximum recovery level, with
difference between baseline andmaximum recovery levels corresponding to unrecovered calcium and PTH
concentrations.Treatment efect by exogenous calcium wésen modeled to stimulatecalciumproduction ratein
turnover model

Theparameterestimateswere 9.19 mg/dl and46.4 pg/mifor baseline calciunand PTHconcentrations0.736 day and
0.626/day for recoveryate constans for calcium and®PTH concentrations aftehyroidectomy, 0.114 /day and.905

/day for fractional tum-over rates of calcium and PTH, 2180 L for volume of distribution of calcium compartment, and
0.26 mg/dLand 10.4 pg/mfor unrecoveredcalcium and PTH lewel

Conclusion The developed modelvas adequatelyfitted to postthyroidectomy calcium and PTH concentrations
Further studies will include evaluation of potential covariates on the kinetics of calcium and PTH.
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Operational characteristics of saemix, an R package implementing the SAEM algorithm

Ms Emmanuelle Coméfs Ms Audrey LavehuMr Marc Lavielfe

Yinserm CIC 1414, University RenheRennes, Franémserm UMR 1137 IAME, University Paris Diderot, Paris, France,
®INRIA Saclay, Popix, University Paris Sud, Orsay, France

Aims The saemix package for R (1) provides an implementation of the SAEM (Stochastic Approximation Expectation
Maximization) algorithm. In the present paper, we assess the operational characteristics of saemix in terms of
performance and scalability, using simulated data.

Methods: The SAEM algorithm is used to obtain maximum likelihood estimates of the pararoéteyslinear mixed

effects models without any linearisation of the model (2,3). The SAEM algorithm uses an EM algorithm, where the
unknown individual parameters are treated as missing data, and replaces the ust@p Rvith a stochastic
approximation stef(3,4). The saemix package makes use of the S4 classes in R to providéiandigrfunctions for
estimation, diagnostics and summary. We applied saemix on simulated data from Plan et al., who created it to
compare the performance of various software.(B sigmoid Emax model was fitted to dessponse data simulated

with relatively large curvature (gamma=3), under a rich and a sparse design (respectively 4 and 2 points per subject).
We compared the performance of saemix with results from nime (6) dntemfrom Ime4 (7). In parallel, we
investigated the scalability of the algorithm by showing runtimes across models with varying numbers of parameters
and across different designs.

Results:In the rich design, saemix was able to provide unbiased estinudtdse population parameters, while both

nime and nimer had trouble estimating ED50 and its variability. In the sparse design, the three algorithms exhibited
bias but saemix showed the best performance. nimer and to a lesser extent nlme exhibited coreeigsues,
especially for the sparse design. As expected due to the stochastic nature of the algorithm, runtimes for saemix
increased as a function of the number of random effects in the model and of the number of subjects in the dataset.
We also implemeted an ODE model using the standard R solver (deSolve) but this proved extremely slow.

ConclusionsThe saemix package provides the SAEM algorithm for R users, as an alternative to linedrésattbn
algorithms, implemented in nlme (6), or quadrature rhetls, implemented in gimmML or Ime4 (7Current
development focuses on extending the capabilities of the package via new models, such as ODE systems or hidden
Markov models (8), extended diagnostics, and automating covariate handling.
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nimixr: an opensource package for pharmacometric modelling in R
Dr Rik SchoemaKebDr Yuan XiofigDr Justin WilkidsDr Christian LaveifleDr Wenping Warig

'Occams, Amstelveen, The NetherlafiMsvartis Pharmaceuticals, East Hanover, USBS Exprimo NV, Mechelen,
Belgium/Certara Strategic Consulting, Princeton, United States

Aims nimixr is an opersource R pa@ge under development that builds on both RxQRiE R package for simulation

of nonlinear mixed effect models using ordinary differential equations (ODEs), andInte$ package in R, for
parameter estimation in nonlinear mixed effect modetdmixr grealy expands the utility ohlme by providing an
efficient and versatile way to specify pharmacometric models and dosing scenarios, with rapid execution due to
compilation in C++NONMEM®with first-order conditional estimation with interaction was usedasomparator to

test nimixr.

Methods: Richly sampled profiles were simulated for 4 different dose levels (10, 30, 60 and 120 mg) of 30 subjects
each as single dose (over 72h), multiple dose (4 daily doses), single and multiple dose combined, andasteady s
dosing, for a range of test models: 4&nd 2compartment disposition, with and without®lorder absorption, with

either linear or MichaelidMenten (MM) clearance (MM without steady state dosing). This provided a total of 42 test
cases. All inteindividual variabilities (IIVs) were set at 30%, residual error at 20% and overlapping PK parameters
were the same for all models. A similar set of models was previously used to compare NONMEM and*Monolix
Estimates of population parameters, standard errars fixed-effect parameters, and run times were compared both

for closed form solutions and using ODEs.

Results Parameter estimates were comparable across estimation methods; Figure 1 provides results for central
volume of distribution (Vc) as illustrati because it is the single parameter present in all models. In comparison to
NONMEMnImixr was always faster for ODEs (Mfwbdels) and comparable for closed form models. Standard error
estimates were obtained for afilmixr models, but not all NONMEM molde IV estimates were regularly estimated
close to 0% for Hilefined model parameters (e.g. for inteompartmental clearance and peripheral volume), in
nimixr, whereas NONMEM provided estimates closer to the original simulation values.

Figure 1.Fixedeffects (top left) and 11V (bottom left) estimates for V¢, residual error (top right) and log run times
(bottom right) comparing NONMEM (grey lines) anlinixr (black lines). Horizontal black line: value used for
simulation.
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Conclusion These findingsugigest thatnimixr provides a viable opesource parameter estimation procedure for
nonlinear mixed effects pharmacometric models within the R environment.
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Integrated population PKPD model of pimobendan effects on the cardiovascular system in the
dog

Dr David FostérDr Mariko YafaDr Niek BeijerifkProfessor Andrew McLachtaBr Stephen Page
'Australian Centre for Pharmacometrics, School of Pharmacy andaM8diences, University of South Australia,

Adelaide, AustraliaFaculty of Veterinary Sciences, University of Sydney, Sydney, AdBelitty of Pharmacy,
University of Sydney, Sydney, Austrilioda Pharma Pty Ltd, Caringbah, Australia

Aims Usng pooled data from 4 studies, the aims of the present study were te(iglop a population PRD model
for the effects of pimobendan on the cardiovascular (CV) system in dogs and (ii) identify major covariates which
impact on the P¥D with a focus orhe impact of formulation type and food on oral administration.

Methods: In all studies a nominal dose of 0.25mg/kg was employed, and each animal only received a single dose of
pimobendan. Pharmacokinetic data were available from 4 studies involving 2¢hyealult Beagles (16 female),
providing a total of 278 plasma rgémobendan concentrations over up to 24h pakise. For 10 dogs pimobendan

was administered as the commercial Vetmedin® tablet, and the remainder as a novel oral solution with 3 dogs
administered in the fed state. In one study (8 dogs administred pimobendan and 4 dogs administered placebo) mean
arterial pressure (MAP) was also measured and echocardiography was employed to derive left ventricular fractional
shortening (LVFS), stroke volung/(, heart rate (HR) and cardiac output (CO) in triplicate at 11poimds over 24h

as well as ~1 day and 0.5h gese in. All models were developed in a steige manner in NONMEM® 7.3 [1] using

FOCE YR GKS a,[hé YSGK2R BKhetids lwgr® &lldmétacally fcaled By defautb fort ak |- NJY |
reference 18kg dog. The CV PD model was adapted from a publishedStaalkgy baroreceptor model in the sheep
OHB® LyAGAIFfte | aNBadAy3dé -dose damRaRdSdata fiombpced® Feaed dgISnR  dza A
conjunction with literature data. The PPP&D approach was used f&tDPHodelling with LVFS, HR, SV, MAP and CO

as the independent variables fitted simultaneously, with pimobendan concentrations affecting LVFS.

Results PK data werdest described by a single Vd/F (212L/h/18kg) with linear CL/F (212L/h/18kg), witbriogl

BSV on CL/F (64%CV) and V/F scaled via a shared eta (0.74), with additive (0.5ug/L) and proportional (25%) RUV.
Absorption via 2 absorption transit compartmen(&86 /h), was highly variable between dogs (94% CV). Using log
likelihood profiling, bioavailability was found to be reduced to 20% of normal in the presence of a meal. Formulation
type was not found to affect bioavailability or absortion rate. For therodel, all structural paramters were fixed,

but included correlated covariance between SV50, MAP set point, and systemic vascular resistance, and BSV (21%)
and between occasion variability (9%) on LVFS. RUV on all independent variables was additigénzatdde
separately. The effect of pimobendan on LVFS was best described by ardeftachalflife of 4h, via an Emax (42%)
Y2RSt | RRAGA-PDRE S22 GIKSSWORWNIZA[ +C{ oOomw:20T SAGK Yy 9/ pn 2
with an %RSE <10%imulations demonstrated that at a single 0.5mg/kg dose to a typical 18kg dog results in maximal
changes in the cardiovascular system at approximatedyhidurs, returning essentially to baseline by 12h. The most
pronounced effects were for LVFS, SV BI] with changes from 32%, 33mL and 100bpm, to 46%, 41mL and 87bpm,
respectively. Changes from baseline for MAP (100mmHg), and CO (3.3L/min), were relatively minor (107 mmHg, and
3.6L/min, respectively). Compared to the single 0.5mg/kg dose, administerimd).25mg/kg doses 12h apart (ie
0.5mg/kg/24h) resulted in much smaller changes in the CV system&ft, 3ubstantially greater effects from
approximately 1520h (ie, 38h post second dose) but were similar at 12h and 24h.

Conclusion The development ofhis model demonstrates a method for intspecies adaptation of a CV model and
expansion to a population model. Importantly, the CV model provides a mechanistic understanding of the
cardiovascular effects of pimobendan. Genrally drug effects can easilijndduded on other, or multiple, CV
parameters. These features would be valuable in the design of clinical trials of CV agents.
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Internal deterministic identifiability

Mr Vijay Kumar SiripurdnDr Daniel F.B. WrighDr Murray L. Barcl3yDr Stephen B. Duffull

'Otago Pharmacometrics Group, School of Pharmacy, University Of Otago, Dunedin, New’Bepkmuients of
Gastroenterology & Clinical Phamoiogy, Christchurch Hospital , Christchurch , New Zealand

Aims:Identifiability is an important component of model development. An identifiability analysis can provide the basis
for understanding the limits of model structure and parameterisation. Tlaeestwo types of identifiability analysis,
structural and deterministic. A structural identifiability analysis refers to the formal identifiability of model structure
(see (1) for a description and expansion to a population PK model). Deterministidiadslitty (DI) is concerned with

the influence of study design on the precision of the parameter estimates in a structurally (at least locally) identifiable
model given imperfect inpubutput data. We further classify DI into two stypes external deternmistic
identifiability (EDI) and internal deterministic identifiability (IDI). EDI relates to the DI of models conditioned on the
study design controlled by the investigator. In a simple case, a design where the number of unique observations (n) is
less ttan the number of parameters (p) in the model will be deterministically unidentifiable despite being structurally
identifiable. By contrast, IDI describes the situation in which a specific set of parameters yield unreasonably imprecise
parameter estimatesgespite the model being structurally identifiable and the design fulfilling the needs of EDI. Here
EDI can be considered to be any unconstrained optimal design where unique (n) > p. In this settifDlasitoation

is defined as one where , Wheris a vector of parameter values, is the vector of design variables froptibium

design and represents the level of imprecision that is important to the investigator. For the purposes of this research,
we define a relative standard error (RSE) 100 Uetapper limit of acceptable imprecision. The aim of this study is to
investigate whether IDI can be identified in a common set of PK and PKPD models.

Methods: Three models were selected for the IDI analysis: 1) adidgr input and output PK model QFO), 2) a
parentmetabolite (PM) model with Mpolus input to the parent compartment (P), firstder metabolism of P to a
metabolite (M) and firsorder elimination of M. It is assumed that P is completely metabolised to M and that
sampling occurs fromdih the P and M compartment. Finally, 3) a turnover model withalus input (IVBTO). The

drug was assumed to reduce the rate of production of a hypothetical biomeasure of interest. An intensive, 78 sample,
design was chosen for each response varialfler the FOIO and PM models the initial set of parameter values were
arbitrary and for IVBTO the parameters were adapted from (2). Using boundaries on these selected initial sets of initial
parameters, random variates were generated that cover a plausitéilg of response. The sets of parameter values
with high RSE values (above; 100%) were evaluated at thagitiByal design using POPT. This served the purpose of
ruling out EDI. Any set of parameter values that retained RSE greater than 100% undetirtied dpsign indicates

that the respective model is not IDI.

Results There was clear evidence that the FOIO model wadDiot It is seen in this trivial example that as the first
order rate constant of input (ka) approaches the value for output (kVTlthat the RSE valuds, V and their
betweensubject variance tends to infinity. Whereas for the fMdel, there is no such observation and the model
wasIDL In case of the IVBTO model there existed several sets of parameter values that providedehfgh tR& fixed
and betweensubject variance for IC50 for the optimal design

Conclusion From this work it is evident that sets of parameter values exist that can render our example models not
identifiable. This occurs in models that are otherwiseisturally identifiable as well as externally deterministically
identifiable (i.e. under the optimal design). We have termed this as internal deterministic identifiability. This has been
explored with three models. In the case of the FOIO, the presenea &bl issue was explicable on the basis of the
model structure. However for IVBTO this was not as obvious. There is a need to consider that IDI issues may be
present during model development.
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Toxicokinetics of Edotoxin and its induction of preinflammatory cytokines tumor necrosis
FIOG2NI M ¥R AYGSNI Sdzl Ay
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Sjolirt, Dr. Mats KarlssonDr. Lena Friberg Dr. Elisabet Nielsén
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Aims Infection with Grarey S3 I G A @S oF OGSNAIF |yR GKS AYYdzyS &aeaisSvyQs
membranebound activator, endotoxin (ETX), can lead to persistent immune activation. The purpose of the current
work was to develop a moddlaseddescription of the toxicokinetics of ETX and its induction of the cytokines tumor
YSONRAaAAE FIOOGYW MydsBEINE Sdzl Ay ¢ oL

Methods: Based on data from experimental studies, a dimear mixed effects model was developed in NONMEM

7.3. The modked data arose from six experimental studies of varying lenggB@a) in an anesthetized piglet model

(n=116), with the aim of studying the inflammatory immune response and organ dysfunction following ETX exposure
[1-6]. For the general study desigh,coli ETX was infused intravenously for different periods of time in rates ranging
FTNRY nodnco (G2 mcodn >3Ik]13IkK I ONRP&a aiGdzRRAS&EP {K2NIfes
(dampened response upon second exposure) and differences in respolh®eirfig different infusion regimens, as

well as establishing the ETX dassponse.

Results The timecourse of ETX could be described using a@mpartment model with linear elimination (with a
half-life of 0.489 h). Observation of contamination ianse early ETX measurements was handled by applying a
mixture model (with two populations), and initializing the central compartment to an estimated parameter for the
contaminated population. For cytokines, an indirect response model with ETX stimulatddcfiom (E,.x model),
delayed through a transit chain, was used to describe the shape of the observed cytokine profiles. To describe
tolerance development in cytokine release following ETX exposure, a tolerance function was implemented in the
parameter desribing the potency of ETX to induce cytokine productiondlETolerance development was described
using an k., model which was driven by the final compartment in a transit chain, coupled to the compartment
describing the timecourse of ETX. Rapid toderce development was identified with large increases ig,EDd the
developed model was able to describe both rapid development, and dampened responses upon a second exposure to
a higher ETX load. In addition to the tolerance model described above psévipublished tolerance models were
tested [7], but none were found to better describe the data.

Conclusion A mathematical description was developed for the themurse of ETX following intravenous infusion, and
linked to induction of the two immune resnse markers TNF | y6RThis fnodebased approach is unique in its
description of the three time&ourses, and may later be expanded to better understand immune cell release in
bacterial infections and sepsigpe pathophysiological changes in orgarsfilinction.
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A QSPmodel to predict the effects of different anticoagulants on the human coagulation
network

Dr. Sonja HartmardnDr. Konstantinos Biliouri®r. Lawrence J Le$kBrof. Dr. med. Ulrike NowottF,

Dr. Mirjam N Trante

lUniversity of Florida, Center Bharmacometrics & Systems Pharmacology, Department of Pharmaceutics, Orlando,
United States’University of Schleswidolstein, Institute of Clinical Chemistry, Thrombosis & Hemostasis Treatment
Center, Campus Kiel & Libbeck, Germany

Aims Warfarin is the anticoagulant of choice for venous thromboembolism treatment. However, its suppression of

the endogenous clot dissolution components PC and PS, and consequently of the APC:PS complex, ultimately leads to
longer timeto-clot dissolution profiles, resultmin an increased rethrombotic risk™* Other anticoagulants, such as
enoxaparin or the direct oral antioagulants such as rivaroxaban, might constitute an alternative to warfarin as they

act via different pathways, therefore hypothesized to not stinellahe suppression of the endogenous clot
dissolution components. The objective was to develop a quantitative systems pharmacology (QSP) model describing
the coagulation network to monitor coagulation factor levels under warfarin, enoxaparin, and rivamoxegatment.

Methods: Individual steadystate coagulation factor concentrations from therapeutic drug monitoring of 312 subjects

on enoxaparin (dose levels: 40, 60, 80, 120 mg), rivaroxaban (dose levels: 15, 20, 30 mg) and
warfarin/phenprocoumon (Vitamik antagonists (VKA)) (dose levels: 2.5, 5, 7.5 mg) treatment (observed coagulation
factor level concentrations for rivaroxaban: factor Il (FIl), FV, FVII, FIX, FX, FXI, FXII, FXIII, protein S (PEJ)rotein C
for VKA: PC, PS, plasminogen, for enoxap®C, PS, plasminogen) were used to develop and to externally evaluate a
QSP model of the coagulation network build in MATLAB® using Watinada3 as a starting point. Additional
coagulation factor level concentrations of PC and PS were availablestrbjacts (n=20) being switched from VKA to
enoxaparin or rivaroxaban treatment. Parameter values for all factor rate constapis &) as well as production

rates in the QSP model were estimated using global optimization -imiéridual variability o£20% was added on the
production rates of Fll, FV, FVII, FIX, FX, FXI, FXIl, FXIll, PC, PS, plasminogen, and fibrinogen. Drug effects o
rivaroxaban, enoxaparin and VKA were incorporated into the model via separate dosing compartments and pathways
accordng to their specific mechanisms of action. Sobol sensitivity an%izya’rs performed to identify key parameters
having the greatest impact on clot dissolution. External model evaluation using data not utilized for model
development was performed using MBC.

Results The developed QSP model allowed for estimation of the individual coagulation factor rate constants and
production rates based on the available individual subject coagulation factor level concentrations. The coagulation
factor activation reations were computed using Michaeldenten kinetics. Predictions of individual coagulation
factor time courses under steaebtate VKA, enoxaparin, and rivaroxaban treatment were well described by the
developed model and reflected the suppression of PC RS8dunder VKA treatment compared to rivaroxaban and
enoxaparin. Treatment switch from VKA to either enoxaparin or rivaroxaban was simulated using the developed QSP
model and evaluated by overlaying the simulations with the observed data. The simulatian#ddghe observed

50% increase in PC and PS factor levels adequately well after subjects were switched from VKA to rivaroxaban or
enoxaparin treatment. Additionally, the model was able to estimate the duration of level recovery to be 9 and 11 days
for PCand PS levels, respectively. Concordantly, treatment switch from enoxaparin to VKA lead to a 50% decrease in
PC and PS factor levels and the estimated duration of level suppression was 8 and 10 days, respectively. Sobol
sensitivity analysfsjdentiﬁed the production rate for vitamin K being the most influential parameter to stimulate clot
dissolution. External model evaluation using the Monte Carlo simulation tool in Matvéxlted in adequately well
predictions of all coagulation factor level conceations for dosing regimens and subjects not used during model
development.

Conclusion A QSP model was developed to describe hhman coagulation network and time courses of several
clotting factors under different treatment regimens. The model mayused as a tool during clinical practice or
regulatory decision making to predict the effects of different atagulant therapies on individual clotting factor
time-courses to optimize anthrombotic therapy regimens.
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Population modelling of functional disability in early rheumatoid arthritis treated according to a
treat-to-target strategy
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Aims: The treatto-target approach in the management of rheumatoid arthr{#i®A) involves frequent assessments of
disease activity (measured by the-Rfint disease activity score [DAS28]) to guide drug dose and regimen adjustments
until remission has been achieve®revious work has shown that DAS28 progression with combinatieease
modifying antirheumatic drug (DMARD) therapy for RA follows a predictable populationdouese, but between
subject variability and residual error is large (1). Such that, the aim was to quantify and evaluat@divieiual
differences in fundbnal disability (as assessed by a modified version of the Health Assessment Questignnaire
Disability Index [mHAQ)]), rather than disease activity, ovgeas for an early RA cohort treated with combination
DMARD therapy according to a trefattarget protocol using population (notfinear mixed effect) modelling.

Methods: Structural models comprised parameters that described the average maximum achievable change in mHAQ
over time, the rate of change in mMHAQ over time and the lag in onset to mHAQ chvangeested using NONMEM

with respect to their ability to describe the average mHAQ trajectory since the initiation of therapy. Covariates and
random effects were added to structural model parameters to quantify how, and by how much individuals in the
study population varied from this average.

Results The average mHAQ in the population (n = 241) had a baseline of 0.535 units and decreased by 0.450 units
after 2-years of combination DMARD therapy, and 50% of the overall decrease in mMHAQ was achievddiaelig.

The model sufficiently described both the overall population mHAQ trajectory and the mHAQ trajectory of each study
participant. Higher baseline pain and baseline DAS28 were predictors of higher baseline mHAQ, and stringent
compliance to the treato-target protocol was associated with improved/@ar mHAQ outcomes (Figure 1).

Figureb
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Conclusion Population modelling accurately described and explained imeéividual differences in mHAQ within our
cohort of early RAvatients.
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Population of pharmacokinetics of tanezumab in pateints with chronic low back pain

Dr Rujia Xfe Dr Guangli MaDr Scott Marshd]IDr Rosalin Arendls
'Pfizer Ltd, Shanghai, ChifiRfizer Ltd, Sandwich, UlRfizer hc, Groton, USA

Aims Tanezumab is a monoclonkG antibody targeted against nerve growth factor (NGF)islcurrently under

clinical development for the treatment of chronic pain associated with osteoarthritis (OA), cancer and chronic low
back pain (@P). A population pharmacokinetic (PK) analysis was conducted using pooled data from three CLBP
studies. The purposes of this analysis were to i) characterize the PK of tanezumab after intravenous (IV) and
subcutaneous (SC) administrations; ii) identifg thactors that may impact the PK; iii) predict exposures for the
PK/Pharmacodynamic (PKPD) analyses.

Methods: One Phase 2a study and one Phase 2b study with a long term open label extension were included in the
analysis In the former study, patients wertreated with 1 dose of 206g/kg IV. In the latter study, 2 doses of either

5mg, 10mg or 20mg IV, 8 weeks apart, were administered, followed by entry into the long term safety extension study
with up to 3 g8W IV doses, followed by up to 4 q8W SC dasfegjther 10mg or 20mg. Plasma tanezumab
concentrations over time were analyzed using nonlinear mixed effects modeling approach (NONMEM version 7.2).
The estimation method was the first order conditional with interaction (FOCEI). Based on past expetjghtee]
potential covariates of interest were Dose, Age, SEX, baseline body weight (BWT), baseline creatinine clearance
(BCRCL), and baseline albumin (BALB) on clearance (CL) and BWT and SEX on volume of distribution.

Results In total 5332 observationBom 1158 patients (536 males and 622 females) were included in the analysis, in
which 17% of the patients followed SC dosifibe PK ofanezumab was best characterized bywa-compartment
model with parallel linear and nonlinear elimination pathwaysthwia first order absorption @ after SC
administration. Body weight was considered to be a structual covariate on CL, central volynaad\peripheral
volume (V). The other covariates identified were Dose, SEX, BCRCL and BALB on CL, and. X paraveter
estimates for a typical female subject (BWT of 84.81 kg, BCRCL of 102.9 ml/min, BALB of 4.4 g/mL) receiving a 5mg IV
dose were 0.133 L/day, 2.3 L, 2.07 L, 6r@&lay, and 22.6g/L for CL, ¥ \,, maximum elimination capacity (yYand
concentation at half of Y, (K,), respectively. The absolute bioaviability (F) for SC gmeeke estimated to be 0.76
and 0.245 da')Jz. Interindividual varibility (11V expressed as %CV) on linear, @hdWs, and \,, were estimated with a
correlation between Chnd V. BWT was the most influential covariate reducing 11V in CL from 29% to 23% and other
covariates effects only accounted for ~ 2% reduction of 11V in CL. 1IVs for, @land \;, were 21%, 19%, 27% and
66%, respectively. Patients were assigned e @f two additive residual error terms using a previously described
mixture model [1]. The probability of patients being assigned to the lower residual error term was estimated to be
84.3%. The impact of covariates on the parameters are presented in Table

Table 1. The impact of covariates on the parameters

Covariate relationshig Parameter estimates (RSEY Impact

WT on CL 0.611 (7.61) A 10% change in body weight leads a 6% change in CL
BCCL on CL 0.139 (20.65) A 10% change in CRCL leads a 1% char@je i
Dose_10mg on CL -0.0856 (9.91) CL is 8.6% lower at dose of 10mg compared to 5mg
SEX on CL (male) 0.118 (16.1) Males have a 11.8% higher CL than females

BALB on CL -0.373 (25.09) A 10% change in baseline albumin leads to a 4% change
WT on VY 0.417 (11.08) A 10% change in body weight leads a 4% changg in V
SEX onMmale) 0.164 (13.66) Males have 16.4% higher V1 than females

WT on Y 0.374 (23.16) A 10% change in body weight leads a 4% changg in V

Conclusion The parameter estimates aridentified covariates describing the disposition of tanezumab are similar to

a previous population PK analysis in an OA population, where the fast nonlinear pathway was considered to be related
to target mediated clearance [1]. The rate and extent of apson following SC administration was also
characterized. The identified statistically significant covariates are not considered clinically relevant.
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Understanding dentifiability of random effeds in mixed effects models
Prof Marc Laviellé, Prof Leon Aarons
Yinria Saclay, Palaiseau, Frandeniversity of Manchester, Manchester, United Kingdom

Aims We discuss the question of model identifiability within the context of nonlinear mixéectsf models and
application to pharmacokinetic models.

Methods: Although there has been extensive research in the area of fixed effects models, much less attention has
been paid to random effects models. In this context we distinguish between theorédentifiability, in which
different parameter values lead to neidentical probability distributions ,structural identifiability which concerns the
algebraic properties of the structural model, and practical identifiability, whereby the model may beettoadiy
identifiable but the design of the experiment may make parameter estimation difficult and imprecise. We explore a
number of pharmacokinetic models which are known to be 4uentifiable at an individual level but can become
identifiable at the popilation level if a number of specific assumptions on the probabilistic model hold.

Results Essentially if the probabilistic models are different, even though the structamalels are nosidentifiable,
then they will lead to different likelihoods. Thisquires strong assumptions about the probabilistic models which may
be difficult to validate in practice. The findings are supported through simulations.

Conclusion From a pharmacokinetic point of view it means that the differences between individaaldreak the
non-identifiability seen at the population level and this may allow better mechanistic understanding of the
interindividual differences in pharmacokinetics. However, even if the models are identifiable at the individual level it
may prove dificult to estimate the parameters of the model unless supported by good experimental design.
complete account of this research can be found in [1].
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How pharmacometrics can improve the power of pharmacogenetic studies

Dr Julie Bertrarid
'UMR1137 Inserm University Paris 7, Paris, France

Aims Pharmacogenetics (PG) studies the relationshipMeein genetic variation and drug response with the aim of
providing more precision to the development of personalized medicine. These last years, PG studies have for example
identified the abacavir hypersensitivity syndrome association with the-Bt5X01,HLADR7, and HL-BQ3 variants

(1) and the hepatitis C treatment response association with the rs12979860 variant, upstream of the IL28 gene (2).
However the impact of PG studies in terms of treatment recommendations is still limited due to low powedietstu

and lack of precision in the estimation of the association effect sizd ¢é35ier et al. have shown how using nonlinear
mixed effect modeling compared to narompartmental analysis improved the power of PG tests in pharmacokinetic
studies (4). Thenesent work further develops how pharmacometrics can enhance the classic statistical approach in
PG.

Methods: Data sets were simulated under the null and several alternative hypotheses. Genetic polymorphisms were
simulated approximating the design dig¢ DMET chip (5) with about 1200 genetic polymorphisms across the whole
genome. Pharmacokinetic (PK) profiles were simulated using &dmpartment model. Both rich and sparse designs
were investigated.

Genetic association was investigated through : Blassic stepwise linear regression and two types of penalized
regressions on the empirical Bayes estimates (EBES) of the individual PK parameters with the hlasso program (6), ii) a
classic stepwise covariate selection with saemix (7), iii) an integrggeach with a penalized regression embedded

in the population parameters estimation step using saemix and hlassavalyesian inference through informative

prior distributions on the genetic effect sizes with Stan (8) and variable selection wit{@AGs

Results On EBEs all approaches show similar power, but penalized regression can be much less computationally
demanding. Penalized regression should be preferred over stepwise procedures for PK analyses with a large panel of
genetic covariates. In lascenarios, the integrated approach detected fewer false positives. A PK phase Il study with
300 subjects lacks the power to detect genetic effects on PK using genetic arrays. The integrated approach can
simultaneously analyse phase Il and clinical rautdata and identify when genetic variants affect multiple PK
parameters.

Conclusion Pharmacometrics allows statisticians to analyse together clinical data from multiple studies with different
sampling designs. This is crucial as increasing the sampldssiecessary to achieve sufficient power to detect
realistic and clinically relevant PG effects.
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Imputation methods to correct for overestimated shape parameter of Weibull hazard function in
time-to-event modeling

Prof Doneseok Yirh
The catholic Univ Of Korea, Seoul, South Korea

Aims Hyperacute, mass occuence of events (e.g., at day 0~1) is not rare in biomedical data. If the event times are
recorded on a daily basis in such situation, information loss occurs from discretization of events at day 1. However, the
overestimation of maximum likelihood estimatdMLE) of the Weibull shape parameter at survival analysis of such
data has been rather neglected so far. The problem of overestimated MLE was commonly observed at SAS, R and
NONMEM. Thus, we performed a simulation study to explore its implication arsgmr@ method of using a hybrid
dataset with its events at day 1 replaced with simulated events.

Methods: A 1,000 subject survival datasets per shape parameter (0.2, 0.4, 0.6, 0.8, 1.0, 1.5, 2.0; scale parameter fixed
to 30) was simulated for the time rge of 0 to 28 (days) using theaildull function in the R. The simulated datasets
GSNE G(KSy RAAONBUAT SR o0aNrg¢ RIEGFraSié KSNBIFITFGSNL a2z
overestimation of the MLE of shape parameters of the raw datasete wesessed by comparing theMKplots and

biases. To correct the overestimation, we used the biased MLE of Weibull shape and scale parameters first: we
AAYdz F GSR GKS S@Syida 200d2NNAYy3I gAGKAY RFE& wmSE¢ RGBS bt ¢
GKEONAR RIGFraSiéod ¢KS 3T22RySaa 2F GKS Ke@oNAR RFEGFAaSH
information within day 1 was alive usable. With the hybrid dataset, we obtained MLE of Weibull parameters (shape
and scale) and testeitls biases from the nominal parameters of the raw datasets with the Kolmog®navnov test
comparing the similarity ¥4 plots from the raw dataset and hybrid dataset. We repeated the imputation process

using the new MLEs of Weibull parameters iterativehyil we arrive at satisfactory MLEs the pass the Kolmogorov
Smirnov test (p>0.999)

Fig 1. Iterative imputation process ©
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Results When the nominal shape parameter was less than 0.6, the bias of MLE seemed evident. We arrived at
satisfactory Weibull parameters with less than 5 iterative utgpion steps.

Conclusion The MLE of the shape parameter when its nominal true value was less than 0.6 not appropriate to model
discrete timeto-event data with the Weibull base hazard. We suggest that our iterative imputation methods may be
helpful when modeling timeto-event data with hype@acute, mass occurrence of events at the very first recording
interval (e.g., at day 0~1).
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Application of Bayesian inference to a model of the dynamics of Plasmodium falciparum
parasitaemia in severe malariagtients
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Melbourne, Australia

Aims To illustrate how to use Bayesianference for performing a pharmacokinefharmacodynamic (RPRD)
analysis of the largest pooled dataset of drug concentration and parasite count data collected from severe malaria
patients receiving intravenous artesunate {ARS). This analysis will pide an example of how to adapt MCMC
algorithms for complex nonlinear models, and of diagnostics to assess parameter identifiability.

Methods: The pooled dataset consists of 70 adults (age range 16 to 75 years) and 195 children (age range 6 months to
9 years) with severe malaria who were administeredARS. There was a mixture of sparse and rich sampling designs
over 12 hours with, on average, 6 parasite count measurements available per patient (range 1TioelRP model is

a mechanistic model relatg antimalarial drug concentration to the clearance of parasites in the body over time, and
incorporates the parasite life cycle (1 to 48 hours) within the red blood cell of an infected patient. Nonlinear mixed
effects (NLME) modelling was used to allaw hetween and withinpatient variability in the clearance of parasites
over time. Bayesian inference and Markov chain Monte Carlo methods were implemented to derive point and interval
estimates for the PD parameters of interest. The Metropolis algoritvas used to sample parameter values from the
posterior distribution (joint distribution of the parameters conditional on the data). An adaptive candidate generating
distribution (RobbindMunro proces%) was used to ensure efficient exploration of the pagie distribution. This
algorithm was coded in the statistical software package R.

Results Preliminary results (posterior median [95% credible interval]) indicate that the population average EC50
concentration for severe malaria patients (prior to ememge of artemisinin resistance) is 6.9 [2¢728.0] ng/ml, and

the population mean parasite age of the initial parasite load (IPL) before treatment is 32.7¢[38.1] hours. The
sampled population average EC50 values, however, struggled to achievergemee suggesting that this parameter
may not be identifiable given the parasite count data available from the clinical patients.

Conclusion Current software for Bayesian inference is limited for mechanistic highly nonlinear models that are
commonly ued for PD models. The R code developed applies an adaptive Metropolis algorithm to complBx PK
models, but requires the user to specify the mathematical form of the posterior distribution.
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Physiologically based pharmacokinetic models for trastuzumab using serial concentrations
meausred by optical imaging in mouse
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Aims Trastuzumab is a monoclonal antibody that is mainly used to treat breast cancer and exerts its therapeutic
effect by inhibiting the HER2/neu receptdrhe purpose®f the presentstudy were to measure the serial herceptin
concentrations within each mouse after intravenous administratiotrastuzumabby optical imaging, and construct
physiologically based pharmacokinetic (PBPK) modelgdestuzumab By doing sowe tried to show the potential

utility of nonlinear mixed effect modeling and optical imaging in-@reical PK evaluation.

Methods: Fiveserial trastuzumabconcentrations (0.5, 2, 4, 6, 24 hour) in whole blood §B0n each) within each of

15 mouse wee meaured using validated optical imaging after intravenous injectiamastuzumal) 334eg (n=3) or

200¢eg (n=12). At 24 hour after dosing, liver, lung, spleen, and kidney were enucleated and the concentrations were
meaured using optical imaging. The @band the other organ concentration data were analyzed by PBPK model
implemented in NONMEM (version 7.3h the PBPK model, volume of and blood flow to each organ were obtained
from literature, and blood to organ partition coefficients were estimatedeXamine the potential utility of nonlinear

mixed effect PK modeling analysis using 5 serial concentration data within each animal which was possible by optical
imaging, compared to conventional naive pooled data analysis using only one concentrationttataeach animal,
simulation study with 1,000 replicates was conducted using NONMEM.

Results PBPK model were developed successfully from the blood and the other organ concentratiotVidatd
predictive check plots showed that the model predict thencentration reasonably well. In the simulation study,
modeling analysis using 5 serial concentration data estimated better than that using 1 concentration. Especially,
analysis using 5 data overwhelmed that using 1 datum in the reproducibility. Reshé ofirrent study suggests the
potential utility of optical imaging which makes it possible to measure serial blood concentration within small,
experimental animal such as mouse, in preclinical PK evaluation of drug under development in synergy wigamonlin
mixed effect modeling analysis.
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Population plasma and urine pharmacokinetics of ivabradiand its active metabolite in #rean
healthy volunteers
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Center, PusaNational University, Busan, South Korea

Aims lvabradine, a selective inhibitor of the pacemaker current (If), is used for heart failure and coronary heart
disease, and mainly metabolized to S18982 (1). The purpose of this study was to explore thecpkaretias (PK) of
ivabradine and S18982 in healthy Korean volunteers.

Methods: Subjects in a phase | study were randomized to receive 2.5, 5, or 10 mg of ivabradine administered every 12
hours for 4.5 days, and serial plasma and urine concentrationivafifradine and S18982 were measurasding
validated LC/M$/S Plasma and urine PK were analyzed by nonlinear mixed effect modeling implemented in
NONMEM (version 7.3)

Results The plasma PK of ivabradine was best described by adwwpartment model withmixed zere and first

order absorption, linked to a twoompartment model for S18982. The final PK model described plasma concentration
and cumulative amount excreted urine of ivabradine and S18982, reasonably well. The introduction of inter
occasional vaabilities and period as covariate into absorption related parameters improved the model fit. Urine data
have been applied to estimate renal and A@nal clearance, enabling a more detailed description of the elimination
process.

Conclusion We developd a population PK model describing the plasma and urine PK of ivabradine and S18982 in
healthy Korean adult males. This model might be useful for predicting the plasma and urine PK of ivabradine,
potentially helping to identify the optimal dosing regimdnsvarious clinical situations.
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Pharmacokinetic and pharmacodynamic analysis of @4Q1C, a novel direct factor Xa
inhibitor, in healthy volunteers
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Aims GC@&4401C, an orally active direct factor Xa inhibitor which is similar to akadran, is currently under
development for venous thromboembolic diseas&he purpose ofthe present population analyses as to
characterize thepharmacokinctics (PKharmacodynamics (PD) of G@@1C and predict the proper dosage
regimens in patients wht venous thromboembolism, especially compared with rivaroxaban.

Methods: PK/PD data used in this analysis were fréfnhealthy male subjects in two phase 1 studies, where 88
subjects received single or single (day 1) and multiple oral doses (day 3 thiaydgh) of placebo or GE&401C in

fasting status in the range of 2.5 and 80 mg, and 6 received single and multiple oral dose of rivaroxaban, 20 mg in fed
status.Most of the subjects were Caucasian (n=41) and African American (f#déha concentrationsf GC&4401C

were measuredusing validated HPLC/M3S and various PD endpointgere measured through thenultiple assays

such as PT, aPTT, coagulation factor X (CFX) assay, coagulation factor X chromogenic activity assay (FXCAA), ecarir
stimulated thrombn activity (ESTA), LMWH/asftictor Xa (AFX) assay, and ahtiombin 1l (AT Ill) activity assay.
GC&401C (plasma and urine) and rivaroxaban (plagkaand PD were analyzed by nonlinear mixed effect modeling
using NONMEM (version 7.2Yonte-Carlo ginulations for plasma concentration and PD markers over time after
various dosing regimens of G@@1C and rivaroxaban were performed based on the PK/PD models constructed in
this study, and the respective median and 95% prediction intervals were viglidbzeompare the PK and PD
characteristics between the two drugs.

Results Plasma GG@401C concentrations over time were best described by a two compartment linear niduel.

plasma and urine PK modeling analysis results suggested that most4BCC wagliminated by norrenal routes. All

of the PD markers were described well with sigmoid, simple (inhibitgfy) &r linear models, except for ESTA. For
rivaroxaban, a tweompartment, linear model best described the plasma concentration over time fog dru
administration. Rough comparisons based on the simulation plots suggest that 20 and 40 mg-#40&CGare
comparable to 10 and 20 mg of rivaroxaban in CFX assay, respectively. In other PD markers, the simulation showed
that 10 mg of GG@401C under fagtg status was comparable to 20 mg of rivaroxaban under fed status in AFX and
30-40 mg of rivaroxaban in FACAA and PT, whereas 20 mg e44BCC was comparable to approximately 40 mg of
rivaroxaban in AFX and PT, and 80 mg of rivaroxaban in FXCAA.
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Pharmacometric approaches to evaluate effect of weight and renal function on
pharmacokinetics of lobeglitazone

Ms HyaneKi Chdi Mr Dongdin Kim, Dr Jond.yul Gim?, Dr Jin Ah JuhdDr Ja€Gook Shih
Yinje University College Of Medicine, Busan, South Riéoeea University College of Medicine, Seoul, South Korea

Aims: The aim of this study was to evaluate the population pharmacokinetics and to assess teadafbf various
covariates on lobeglitazone in Korean healthy and ESRDBstagd renal disease) subjects.

Methods: Data were collected from two clinical trials, in which subejcts were administered 0.5 mg of lobeglitazone
once or repeatedly. The pharmakinetics of lobeglitazone was assessed in 9 ESRD patients and 34 healthy male
subjects. Population pharmacokinetic analysis were performed using NONMEM software (version 7.3; lcon
Development Solutions, Ellicott City, MD, USA).

Results:Forty-three (34male and 9 female) healthy subjects ranged from 21 to 64 years were enrolled and completed
the study. Twecompartment linear model with first order absorption and lag time best described the
pharmacokinetics of lobeglitazone. The effect of sex was signtifion apparent clearance and body weight was
significant on volume of central compartmerR € 0.05 for all). When creatinine clearance and estimated glomerular
filtration rate were screened for in the PK model, the objective function value of the moaelnet significantly
decreased.

Table 1. Final estimates of pharmacokinetic parameters
Bootstrap median

Parameter (units) Estimate RSE (2.5, 97.5 percentilé)
CL1 (L/h), Apparent clearance for male 0.866 8.09% 0.860 (0.711, 1.003)
CL2 (L/h), Apparermiearance for female 0.505 7.78% 0.502 (0.428, 0.601)

V2 (L), Volume of central compartment

V2 = estimate * body weight/65 8.62 5.71% 8.579 (7.680, 9.902)
Q2 (L/h), Intercompartmental clearance 0.912 22.15% 0.935 (0.369, 1.357)
V3 (L), Volume of peafneral compartment 3.79 10.71% 3.904 (3.144, 5.151)
KA, Absorption rate constant of firstder absorption 3.35 15.58% 3.350 (2.521, 5.046)
ALAG1 (h), Lag time for absorption 0.254 4.61% 0.255 (0.227, 0.276)
Random variability (CV,%)
. CL1, Interindiidual variability of Glae 0.22 11.49%  0.213 (0.124, 0.340)
. CL2, Interindividual variability of &lae 0.051 10.58% 0.047 (0.001, 0.091)
.- V2, Interindividual variability of V2 0.068 7.62% 0.064 (0.032, 0.109)
. V3, Interindividual variability of V3 0.255 16.71% 0.236 (0.001, 0.463)
.- KA, Interindividual variability of KA 0.534 18.88% 0.533 (0.263, 0.848)
. ILAG1, Interindividual variability of ALAG1 0.018 7.32% 0.017 (0.004, 0.053)
Residual variability (%)
" PROP, Proportional error 0.15 14.07% 0.147 (0.112, 0.194)

ConclusionThe pharmacokinetics of lobeglitazone was well described bycwopartment model. Renal impairment
and age were not significant covariates. The analysis suggested weight and sex were significant covariates, however,
doseadjustment is not required based on weight and sex.
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Evaluatng methods using pharmacokinetic information to design defseding phase | studies in
small populations
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YINSERM, UMR 1138, team 22, CRC, University Paris 5, University Paris 6, Paris, *Fetera) Institute for Drugs
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Epidemiology, Division of Health Sciences, Warwick Medical School, The University of Warwick, Warwick, France,
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France

Aims: To highlight the benefits of conducting a sequential adaptive divglng clinical trial by adding information
given by PK measurements. We looked at both the selection of the maximum tolefased MTD) and the the ability
of each method tested to estimate the dosexicity relationship.

Methods: In the context of phase | dodending studies in oncology, the objective is to determine the MTD while
limiting the number of patients exposed toghi toxicity. Two Bayesian ways to estimate probability of toxicity, that is
toxicity versus dose or toxicity versus AUC coupled with AUC versus dose, were compared through simulations. In the
second method the AUC, is present as covariate for a link fimofi probability of toxicity and as dependent variable

in linear regression versus dose.

We assumed toxicity to be related to a PK measure of exposure, and consider 6 possible dose levels. We simulated
trials based on a model for the T@&eta$ inhibibr LY2157299 in patients with glioma (1) and the PK model was
reduced to a oneeompartment model with firsorder absorption as in (2). Toxicity was assumed to occur when the
value of a function of AUC was above a given threshold, either in the preseabseace of inteindividual variability

(IV). For each scenario, 7 in total, we simulated 1000 trials with 30 patients, going up to 60 for checking the ability of
each method to estimate the dodexicity relationship by considering the estimate of thelpability of toxicity for

each tested dose.

Results The method which incorporates PK measurements had comparable performance to the other method in term
of percentage of MTD selection. Regarding the ability to estimate the-tinseity relationship, tle toxicity versus

dose model is able to well estimate the probability of toxicity at MTD and nearer doses in each scenario; instead the
model which includes PK is able to well estimate the probability associated to all the doses.

Conclusion IncorporatingPK values did not alter the efficiency of estimation of MTD but it increased the ability to
estimate the entire dos¢oxicity curve. This aspect is very important in case of data extrapolation for further clinical
trials.

Acknowledgment: This research I received funding from the European Union's Framework Programme for
research, technological development and demonstration under grant agreement no 602144. This work was part of the
INSPiRe project but does not necessarily represent the view of all Ing&iRers.
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Tofacitinib pharmaokinetics in moderateto-severe / NP K yis@ase patients in phase 2
induction and maintenance studies
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'pfizer Inc, anghai, Chin&Pfizer Inc, Cambridge, URfizer Inc, Groton, USIRfizer Inc, Collegeville, USA

Aims Tofacitinib is an oral, small molecule Janus kinase inhibitor that is being investigated for inflammatory bowel
disease. The aims of this analysire to characterize the pharmacokinetics of tofacitinib in patients with moderate to
ASOSNBE / NBPKyQa RA&SIaS o6/50 FyR (G2 S@rtdzZ G§4S RdzN:O0AT A G
blind, placebecontrolled, multicenter Phase 2b studiesitv tofacitinib 5 or 10 mg twice daily (BID).

Methods: Subjects in the 8veek induction study were randomized to placebo, tofacitinib 5 mg or 10 mg BID. Subjects
meeting predefined efficacy criteria in the induction study werersmdomized to placebogfacitinib 5 mg BID, or 10

mg BID in the 28veek maintenance study. Plasma samples for the pharmacokinetic (PK) analysis were collected at
baseline and Week 8 of the induction study, and Week 12 and 26 of the maintenance study. At each visit, 5 PK
sampleswere collected from each subject. A population PK analysis was performed using NONMEM version 7.2 to
describe the plasma concentratidime data and derive predicted exposure metrics, average concentratigy énd

trough concentration (Gug,). Covarites evaluated on model parameters included demographics (age, weight,
gender, race), baseline creatinine clearance (BCCL), baseline CRP (BCRP), and baseline fecal calprotectin (BFCP).

Results The PK analysis included 184 subjects from induction and dlfj@css from maintenance who received at

least 1 dose of tofacitinib and had at least 1 measurable concentration. Plasma concenrtiragodata were

described using a-éompartment model with first order absorption, absorption lag time, and first ordeniahtion.

Parameter estimates for a typical subject {38ar old Caucasian male, body weight 68.6 kg, BCCL=112.4 mL/min,
BCRP=5.9 mg/L, BFEC=360 mg/kg) were, oral clearance (CL/F)=23.8 L/hr and oral volume of distribution (V/F)=97.5 L.
Inter-subject varidility (coefficient of variation) in CL/F was 30.3%. V/F showed a significant positive correlation with
body weight. CL/F was not influenced by any evaluated covariate, tofacitinib dose, or time on treatment, indicating
that G,q increased proportionatelwith dose and did not change over the duration of treatment. Individual, dose
normalized G4 and Gougn Values summarized over tim@igure 1)further supported the durability of tofacitinib
exposure.

Figure6
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Conclusion Tofacitinib PK characterization in CD patients indicated gosportional and durable exposure ovtre
course of induction and maintenance therapy.
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The pharmacokinetics of AT9283, a selective inhibitor of aurora kinases, in adults and children
with solid tumours and leukemia
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Introduction: AT9283 (Astex Pharmaceuticals, UK) is a #auigieted kinase inhibitor and Phase I/l studies have
reported anticancer activity in patients with solid tumours and leukemias. Like many anticdnaggs, AT9283 is

dosed by body surface area (BSA) and is associated with a range of toxicities. The pharmacokinetics of AT9283 in
children with leukemia is not known.

Aim: To investigate the pharmacokinetics of AT9283 in the adult and paediatric populatio

Methods: A population pharmacokinetic (popPK) model was developed using data pooled from adults with solid
tumours and leukemia (n=71), and children with solid tumours (n=32) and children with leukemia (n=7). AT9283 was
administered as an IV infusion dose levels from, 4 mg/f72h to 486 mg/ni/72h in adults and from 2ing/m?/72h

to 69 mg/nf/72h in children.

Results The median age of the adults was 61 yearx,&Ryears, range) and median weight was 75 kg 160 kg).

For the children (solid tumour@nd leukemia), the median age was 9 yeargl@lyears), with a median weight of 28.5

kg (8.9¢ 88.3 kg). The popPK model was built using 2119 observations from 110 individuals in NONMEM®. The best
model was a Zompartment model fitted to the logransformed concentration data, with a different additive
residual error model for adults and children. The estimated glomerular filtration rate (eGFR) was a significant
covariate for the renal clearance and BSA was not a significant covariate for any @fpidrameters.

DiscussionA popPK model for AT9283 was developed and eGFR was a significant covariateTThe Qke of doses
adjusted to body surface area did not appear to be appropriate for this drug and schedule.
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Development of an interactive dol to explore mediatric doses and sample size foagdiatric
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Aims The aim of this workvas to develop an interactive tool that allows users to (1) explore paediatric dose levels
that provide a similar exposure as predicted for an adult reference population, and (2) calculate the sample size
required for a pharmacokinetic (PK) study in pagdits based on FDA guidance [1,2].

Methods: A virtual demographic database of subjects agdd month to ¢65 years was created based on the
Continuous NHANES database [3] and the WHO wéighitge tables for paedaitrics ag@d 0 years [4]. To account
for agedependent maturation of elimination processes, maturation functions reported in the literature for common
renal and hepatic elimination pathways were implemented in the toer][SUsers are required to input a reference
dose in adult subjects, togegh with typical estimates of clearance, volume of distribution and their variability. Users
may also specify up to three age subgroups for the paediatric study, and select multiple elimination pathways.

Results The typical exposure in adults and paedir is calculated based on the area under the plasma
concentrationtime curve (AUC) at steady state, approximated as: AUC=Dose/Clearance. Typical clearance values are
simulated for the adult and paediatric populations based on demographics (age, sex,odyadight) randomly
sampled from the virtual subject database, taking allometry and enzymatic and renal maturation into account. 500
subjects are randomly sampled in each age group. A bodyweight based paediatric dose range be#fedosa
units/kg (e.gmg/kg) with a

step-size of 1 dose unit/kg is explored in the

exposure simulations for the paediatrics, with

paediatric doses capped at the adult reference dose. Figure 1

Using the simulated clearance values, AUCs are

calculated at each dose level to approximate

exposure in all age groups. For each paediatric age

group, the bodyweight based dose level providing

the best agreement with the exposure at the

absolute reference dose in adults is determined. The

percentage of paediatric subjects with typical

exposures fding within the 95% prediction interval

of the typical adult exposure is used as the decision

criterion (Figure 1).

The sample size for a paediatric PK trial is determined based on the minimum number of paediatric subjects required
to achieved |  ppsz O2YyFARSYOS AYyGSNBIE gAGKAY cm: YR wmnmg: 27
2F RAAGNROdzIA2Y F2NJ GKS RNHzZZ Ay SIOK LI SRALI GNR O-3@NER dzLJ
subjects in each age group agenerated at random by sampling paediatric subjects from the virtual database.
Individual clearance and volume of distribution values are then simulated based on the sampled demographics (age,
sex, and bodyweight) and the adult BSV estimates, taking altgraed, for clearance, maturation into account. By
default, this process is repeated 500 times for each sample size, i.e. 500 trials are simulated. The power to fulfil the
FDA requirement is explored for each sample size across all simulated trialhyeamdnimum number of subjects
achieving at least 80% power in each age group is determined [2].

Conclusion An interactive tool was developed to facilitate paediatric drug development.
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